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Submission of the Scientific Committee to the
Conference

The International Libyan  Conference for Information and  Communications
Technologies (ILCICT) will be held in its first session on the theme "Ways to transform to a
knowledge economy" from 27 to 30 March 2022 under the supervision and organization of Faculty
of Engineering at University of Tripoli and the sponsorship and support of the holding of
communications and its subsidiaries.

The main objectives of this Conference are:

1. Provide a forum for engineers, researchers, industry and economists interested in
communications and information technology to exchange scientific and research ideas and
to pursue new developments in an open forum.

2. Encouraging researchers in communications and information technology to carry out
scientific research that serves society and contributes to the development of the national
economy.

3. Encourage researchers in communications and information technology to disseminate their
scientific research.

In order to ensure that the Conference has a sound scientific and civilized appearance in Libya and
to attain a good reputation in the international scientific community, an International Scientific
Review Committee has been set up, comprising a number of Libyan scientists, engineers and
specialists working at universities, institutes and scientific bodies in Libya, in addition to other
well-known figures from international universities and Arab scientific bodies. This committee
prepared the scientific Conference program, evaluated, reviewed and selected the best research
papers to be presented at the Conference and published in its proceedings. Furthermore, it has
prepared scientific lectures to present the latest technologies and scientific findings on topics
related to the most important areas of the Conference. The committee has also coordinated a
number of panel discussions on the most important issues related to communication and
information technology in the State of Libya.

The Scientific Committee adopted Microsoft Conference Management System CMT which is one
of the most popular software in the area of organization and management of scientific conferences.
This software helps coordinate the evaluation of research papers without the knowledge of authors.
The Scientific Committee has evaluated the research papers through forwarding each paper to two
relevant reviewers from the evaluators' roster for evaluation and revision. If their evaluations were
different the paper is submitted to a third reviewer for final evaluation related to acceptance or
rejection.

The Scientific Committee has established several conditions and requirements for submission of
research papers according to the best international practices. The research papers have been opened
for acceptance in five main areas, each covering several research points as follows:

Computers and Informatics systems
Communication Systems
Information security
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Applications in developing the national economy

Fifty-one papers were received from professors, experts and specialists working in local and
international universities, institutes and research centers. Six papers were excluded as a result of
non-compliance. 45 papers were forwarded to the International Scientific Review Committee. In
view of the change in the date of the Conference from 9/2021 to 3/2022, five more papers were
withdrawn. According to the opinion of the reviewers, only 24 papers were cleared for the
Conference and published in its proceedings and 16 papers were rejected, i.e. 60% of the papers
submitted for revision and 47% of the total papers received.

heme Communications| Computer |Networks Informa}tlon National Economy Total
Security Support

Total papers 10 26 6 3 6 51
received
Disqualified for not
complylpg with 2 5 0 0 2 6
application
requirements
Completed and
transferred to 8 24 6 3 4 45
arbitration
Papers withdrawn 0 4 1 0 0 5
by authors
Accepted Papers 6 12 4 1 1 24
Rejected Papers 2 8 1 2 3 16

The research papers in the proceedings is published exactly as sent by the authors after the
introduction of the auditors' observations, and the author is therefore responsible for any
typographical, spelling, linguistic or organizational errors that may appear in his manuscript. The
Scientific Committee is pleased to receive any suggestions or observations that could help to
achieve the Conference's objectives and to contribute in the success of future conferences.

Finally, the Organizing Committee for the Libya International Meeting on Information
Technology, the Scientific Committee of the Conference on behalf of the Faculty of Engineering,
the Faculty of Engineering of the University of Tripoli and the sponsors of the Conference are
pleased to thank all members of the List of Auditors for their efforts in reviewing all the research
submitted to the Conference.

The Scientific Committee is also pleased to extend its sincere thanks and appreciation to both the
Organizing Committee for the Libya International Information Technology Forum and the General
Authority for Communications and Information Technology, the Libyan Post Telecommunication
and Information Technology (Holding Company) and its subsidiaries, for their continued
sponsorship and support of the Conference and all other entities that contributed to the
Conference's success. The Scientific Committee is also pleased to thank all members of the
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Conference's working committees and all those who have participated in and contributed to all the
activities of the Conference.

This Conference is the first of a series of conferences to be held yearly and the Organizing
Committee and the Scientific Committee invite you to continue to participate in the forthcoming
meetings.

The Scientific Committee
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Abstract— Many voltage reference circuits found in the
literature claim superior performance over their peers despite
the fact that each result is obtained with the use of different
process parameters. This paper attempts to provide some
means of comparing these circuits in the same process node.
Selected CMOS voltage reference circuits are re-designed (re-
sized only) and simulated with the same process parameters
namely, 65Snm PTM process. Design I gave the best overall
results (temperature variation = 3.42ppm/c® and PSRR = -
131dB) while design V operated with the lowest supply voltage
(0.3V).

Keywords— Bandgap Circuits, Subthreshold Voltage
Reference Circuits, Temperature Compensated Reference
Circuits, Bias Circuits.

L. INTRODUCTION

Bandgap voltage reference is one of the most important
circuit blocks in high performance systems. It is widely used
in most modern integrated circuits (ICs). For example, it
provides a reference voltage in digital to analog converters
(DAC) or in analog to digital converters (ADC). The
reference voltage also is used in various analog blocks such
as phase locked loops (PLL) and crystal oscillators to
generate bias currents.

Recent advances in integrated circuit processing and
manufacturing such as increasing the number and types of
devices available for use allowed for more sophisticated
circuits to generate voltage references. Nowadays, a wide
range of control systems, data processors, and power
electronics use voltage reference circuits as an integral part
of their design, which means that the voltage reference
circuits appear in almost all electronic systems.

David Hilbiber presented one of the first bandgap voltage
reference circuit in 1964 [2]. The proposed circuit outputs a
voltage of 1.25V and achieves a temperature coefficient of
10 ppm/°C, 50 ppm/°C. Robert Widlar proposed a reference
circuit in 1971 which later became known as the Widlar
bandgap voltage reference circuit [3]. The circuit generates a
stable low temperature coefficient reference voltage at
(1.23V) and implemented in bipolar process technology [4].
Kuijk proposed a reference circuit 1973, the Kuijk bandgap
voltage reference circuit implemented with the conventional
bipolar technology [4].

Paul Brokaw introduced the well-known bandgap voltage
reference (BGR), which resolve the issue of variability in the
base current due to processing and temperature effects on
beta in 1974 [5]. The previous circuit techniques will no
longer be suitable, because of the high output voltage (about
1.25V). This problem can be solved by resistive voltage
dividers to obtain a small output voltage. Neuteboom et al.
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proposed a reference circuit, which is based on the resistive
division technique and provides an output voltage lower than
1.23V while the supply voltage is limited to 0.9V in 1997 [6].
Banba proposed a technique to overcome the limitation in
lowering the supply voltage. Sub-1V bandgap voltage
reference circuits in CMOS technology can be designed by
using resistive sub-division technique to reduce the

minimum required supply voltage [7].

It is clear that recent trends in designing voltage reference
circuits are moving away from the traditional designs which
implement bipolar transistors and instead, use CMOS
transistors operate in subthreshold voltage region. This trend
is motivated by two factors: wide spread use of CMOS
process and decreasing supply voltage.

The objective of this paper is to present fair performance
comparisons for various voltage reference circuits commonly
used in the literature. The rest of the paper includes the
following: section II discusses the operating principle of
bandgap circuits, followed by a review of various voltage
reference circuit designs in section III. Simulation and results
comparisons for the reviewed circuits are provided in section
IV and V respectively. Finally, a conclusion is drawn in
section VII.

II. OPERATING PRINCIPLE OF BANDGAP CIRCUIT

The classical bandgap circuit operating principle relies on
generating a voltage that increases linearly with temperature
and it is called Proportional-To-Absolute-Temperature,
PTAT. It also generates a voltage that decreases linearly with
temperature and it is called Complementary-To-Absolute
Temperature, CTAT. These two voltages are added together
to obtain a voltage which is constant with respect to
temperature variations across the desired range.

For MOS transistor operating in subthreshold voltage
region where Vs < Vpy, the gate to source voltage, Vi, has
a linear relationship with temperature, as shown by Equation

M,

T
Vs = Ves(To) — Kg (TO -1 €Y
Whel‘e KG = KT + Vgs(To) - VTH(TO) - VOFF IS constant
[9]. The above equation along with some circuit technique is
used to produce CTAT component.

Again, MOS transistor operating in subthreshold voltage
region where Vo < Vpy , the drain current exhibits
exponential relationship with gate to source voltage as given
by Equation 2,

27-30/3 /2022, Tripoli, Libya
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Vs

Ip = 10 . €Xp ( €Y)

Where ¢ is non-ideal factor and greater than 1 and V; =
KT/q . Implementing circuit technique to push different
current densities into two MOS transistors yields a voltage
difference between the gates that is PTAT component.

III. VARIOUS VOLTAGE REFERENCE CIRCUITS

In this section, we will discuss different bandgap voltage
reference circuits commonly found in the literature based on
their working principle, implementation, and performance
parameters. These circuits will be resized and simulated with
the same CMOS process parameters (models) for
comparisons.

A. ZTC Point Voltage Reference (Design 1)

A sub-1V voltage reference exploiting the zero
temperature coefficient (ZTC) point of a MOSFET operated
in the suprathreshold region and hence, its characteristics is
largely unaffected by junction leakage current. It is
implemented in 65nm CMOS technology and the reference
circuit is illustrated in Figure 1. This design also fine tune the
ZTC point of the MOSFET by adjusting drain to source
voltage to reduce gate to source voltage variation across the
desired temperature range [8].
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Figure 1: ZTC CMOS Voltage Reference (Desgn I)

B. Voltage Reference with Channel Length Modulation
Compensation (Design II)

This is a simple voltage reference circuit with channel
length modulation compensation. It is implemented in TSMC
0.18um process technology, and the circuit is shown in
Figure 2. The working principle of this circuit follows the
traditional technique of pushing equal currents, using current
mirrors, into different size nMOS transistors operate in the
subthreshold region. The circuit can be divided into three
parts. The first part includes transistor M1 to M5 along with
resistor R1 and it generates a current proportional-to-absolute
temperature (PTAT). The second part made of transistors M6
to M9 and resistor R2, which generates current
complementary-to- absolute temperature (CTAT). The last
part made of transistors M10, M11 and resistor R3, which
responsible for adding both currents with proper ratio and
converting it to voltage through the resistor R3 to obtain the
reference voltage [9].
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Figure 2: Voltage Reference with Channel Length Modulation
Compensation (Design II)

C. Low Power Voltage Reference (Design I11)

This design is implemented in 45nm CMOS process and
the reference circuit is shown in Figure 3. Transistors M3
through M6 along with resistor R2 provide -current
proportional-to-absolute temperature (PTAT). Transistors
M7 and M8 along with resistor R3 provide current
complementary-to-absolute temperature (CTAT). The
reference voltage is obtained by summing the two currents
(through M1 and M2) at the output node and converting it to
voltage with resistor R1 [10]. This design is very similar to
design II above and is included since the circuit topology is
very practical in terms of size and performance. This design
also provides results for different processing technology
node.
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Figure 3: Low Power Voltage Reference (Design 11I)

D. Temperature and Supply Compensated Voltage
Reference (Design IV)

This design utilizes a very simple OPAMP and startup
circuit, and implemented in 45nm process technology. The
reference voltage circuit is shown in Figure 4. It can be
divided five functional parts. Part one includes transistors
M4, M5, M10, M11, and resistor R2 which generate current
proportional-to-absolute temperature (PTAT). Part two
includes transistors M15, M16, M17, and resistor R3 which
generate current complementary-to-absolute temperature
(CTAT). Part three is the operational amplifier made of
transistors M6, M7, M8, and M9 which provides a feedback
structure. Part four is basically a startup circuit made of
transistors M12, M13, and M14. Part five adds the two

Vref

Vref
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Figure 4: Temperature and Supply Cﬁompensated Voltage Reference
(Design IV)

E. Self-Bised Voltage Reference (Design V)

A self-biased subthreshold voltage reference circuit
implemented on a 0.18 pum CMOS process technology is
shown in Figure 5. This design is realized by using a thin
oxide MOS in series with a thick oxide MOS (M2) to produce
reference voltage. The thick oxide MOS drain is selected as
the output with optimized bias current [12]. For the purpose
of comparison, this design is re-simulated with standard thin
oxide transistors and with the sizes shown on the figure.
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Figure 5: Self-biased Voltage Reference (Design V)

Iv.

Designs I through V have been re-designed (re-sized
only) and simulated with the following setup,

e LT SPICE is used for the simulation.

SIMULATION AND RESULTS

e 65nm PTM publicly available models are used [1].

e Original transistor sizes are scaled up or down to suit
the process at hand while keeping the relative sizing
as close as possible to the original design.

e Supply voltage is set to 1.1V as required by the
process.

Figure 6 through Figure 20 shows the simulation results for
the circuits under investigation. For each design, there are
three types of curves generated from the simulation, namely,
reference voltage vs temperature, reference voltage vs
supply voltage, and power supply rejection ratio vs
frequency. The family of curves are generated by varying
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the supply voltage within the valid operation range as given
by Tablel .

Design I shows the best results in all aspects and it is
clearly well optimized with temperature coefficient of 3.42
ppmc. However, it occupies the largest silicon area as
predicted by the gate area figure. It is worth mentioning that
design V works fine and the reference voltage is stable for
extremely low supply voltage (0.3V). This result is similar to
the original design result reported in the literature.

Tablel is divided into two parts: the top part shows the
results as reported in the literature for each design while the
bottom part shows the results for each design simulated in
65nm process. For the purpose of generating power supply
rejection ratio values at selected frequencies, we have set the
supply voltage to minimum plus 10%. This will yield more
practical figures as one never deploys the designs with
minimum supply voltage.
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Figure 6: Voltage Reference vs Temperature (Design I)
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Figure 12: Voltage Reference vs Temperature (Design III)
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Figure 17: Power Supply Rejection Ratio vs Frequency (Design IV)
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Figure 20: Power Supply Rejection Ratio vs Frequency (Design V)

Tablel : Performance Comparisons of Voltage Reference Circuits

Design 1[8] 1I[9] 11[10] IV [11] V[12]
CMOS Technology 65nm 180nm 45nm 45nm 180nm
Minimum Supply Voltage [V] 0.8 0.9 0.8 0.6 0.5
Supply Voltage Range [V] 08to14 NA NA 0.6 tol 0.5t02.2
Temperature Range [°c] -40 to 125 -20 to 120 0to 100 -25t0 85 -25 to 100
Temperature (oloefﬁment 56 NA 14.62 19 114
[ppm/°c]
Voltage Reference [mV] 428 221 310 193.20 211.46
10HZ -87 NA NA NA -61.5
Power Supply 100K HZ ~87 NA NA NA NA
Raiio[ 4B] IMHZ -75 NA NA -52 NA
10MHZ NA NA NA NA NA
Gate Area [um?] 468 3297.5 35 507.525 76.58
Results below are obtained using 65nm process
Temperature Range [°c] -25t0 125 -25t0 125 -25to 125 -25to 125 -25 to 125
Temperature ((Z)g]efﬁment [ppm/ 342 76 39 568 54
Minimum Supply Voltage [V] 0.6 0.75 0.6 1.1 0.3
Supply Voltage Range [V] 0.6 to 1.21 0.75t0 1.21 0.6 to 1.21 1.1to 1.21 0.3t01.21
Voltage Reference @
Minimum Supply Voltage 196.5 122 1329 668.8 110.3
[mV]
Voltage Reference @
Minimum Supply Voltage + 196.5 123.3 132.2 669.5 110.39
10% [mV]
10HZ -131.9 -50.7 -61.5 -65.4 -66.8
]fé}‘:goi“gﬂiyo 100KHZ 11148 507 645 26628 266.8
[dB] IMHZ -81 -50.7 -55.1 -65.56 -50
10MHZ -65 -43.5 -38 -57.3 -39
Transistor Count 16 11 11 19 17
Gate Area [um?] 469.6 59.23 43.14 50.96 25.034
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V. CONCLUSION

Selected voltage reference circuits reported in the
literature are ported to the same process technology, namely
65nm CMOS process. This allowed us to compare
performance parameters as a result of innovative circuit
design techniques rather than process advancement. Design |
yielded the best overall performance parameters (3.42 ppm/ °c,
0.6V minimum supply, -81dB PSRR @ 1MHz). However,
this design is the largest in silicon area. Design V is very
promising with the smallest silicon area and the lowest
supply voltage.

This work will continue to generate comparisons for
other types of voltage reference circuits (BJT based) in the
same 65nm process so one can draw conclusions among all
designs.
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Abstract—Isolating a single ion to generate a nonclassical light
is extremely difficult to accomplish, but synthesizing luminescent-
ion-contained nanocrystals is a constantly evolving technique.
Therefore, we here present an optical trapping technique for
capturing a single nanocrystal with 1550 nm wavelength photon
emission. The method uses a single-mode optical fiber probe with
a metallic nanoantenna at the tip and a wave splitter at the back.
Additionally, due to its ease of implementation and use, this
trapping method can assist in developing single-photon sources
for quantum fibre-optic communications.

Index Terms—Photon-Emission, Single-Photon, Nanoantenna,
Optical-Trapping, Quantum-Light, Optical-Communications

I. INTRODUCTION

Although a broadband of optical spectrum is available,
optimum quantum transmission through fiber-optic channel
occurs only at the low-loss wavelength window, 1.55 pm.
Accordingly, tremendous investigations have been devoted to
the search for clean (antibunched) light sources to replace
conventional lasers and LEDs [1-4]. Information transmission
and data exchange are more secure with quantum light emitters
than chaotic light communication systems [5, 6]. Examples
of quantum light sources include single atoms/ions [7-10],
quantum dots [11-14], and vacancy centers [15, 16]. Proper
synthesis of lanthanide ions of desirable photon emission
wavelength with nanosize host materials can also be of at-
tracting interest. For instance, nanoparticles (NPs), or solid-
state nanocrystals (NCs) doped with lanthanide ions have
been demonstrated as an excellent source of photons in the
visible and near-infrared bands [17-21]. While single atoms
and quantum dots are challenging to isolate/fabricate, NCs
are handier to produce and more reliable [22-27]. The type
of NCs, which we have used in our experimental work, is
the hexagonal-phase sodium yttrium fluoride crystals co-doped
with ytterbium and erbium ions, S.NaYF, : Yb*T /Er®t,

Both up and downconversion processes can occur within
the nanocrystal lattice structure when it is excited with a
980 nm laser beam. As a result, the upconversion process
yields emission spectra in the visible band, while the downcon-
version process produces a peak at 1550 nm wavelength (see
Fig. 1), the wavelength at which the lowest light attenuation
occurs over fiber-optic routes. However, the essence of these
conversion processes is in the kind of light produced from
the single nanocrystal. Certainly, light emission from a single
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Fig. 1. Emission peak at 1550 nm from the Erbium ions contained in the
NaYF4 NCs. The inset partially illustrates the optical setup. Ay represents
the laser excitation wavelength (Acz = 980 nm), A¢ym denotes emitted light,
and DM represents a 1200 nm short-pass dichroic mirror.

erbium-ion would be nonclassical quantum light, but as the
number of emitters increases, chaos takes over.

Of particular note, planting a few Erbium ions in a single
NC will more likely have a weak photon emission signal in
addition to the long transition lifetime, and therefore both
optical signal and emission rate enhancements are of important
requirements. A variety of techniques have been demonstrated
for this purpose utilizing plasmonic and/or photonic bandgap
structures [28, 29].

As nanoholes in metal films can be used to provide effec-
tive optical trapping results in conventional optical trapping
systems that use microscopes, the nanoaperture optical fiber
tweezer (NAFT) is much easier to use without the need
for complicated optics. The NAFT is a modern trapping
technique composed of a pumping laser and a plasmonic
nanoantenna made of a 100 nm thick gold film placed at the
tip of a single-mode optical fiber (SMF). The nanoantenna is
the key component of NAFT since it contains a nanoscale
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gap capable of confining a high field intensity and setting
up the optical trapping gradient forces. More details on the
nanoantenna (nanoaperture) and how it is fabricated and placed
at the fiber tip are provided in [30]. Here, we demonstrate
optical trapping results of an Erbium-doped single nanocrystal
(B.NaYFy : Yb*T /Er®*") of 30 nm average size using NAFT.

II. PHOTON EMISSION AND NC TRAPPING EXPERIMENTS
A. Measuring the 1550nm Optical Emission of the NCs

Fig. 1 shows the 1550 nm emission spectrum of the NCs
under infra-red laser beam excitation. We obtained the emis-
sion spectrum using the setup arrangement shown partially in
Fig. 1 inset, where a sample of nanocrystals lies on 100 nm
thick gold film with a glass substrate. The sample was a cluster
(about 1mg) of the NPs embedded inside a very thin epoxy
shield to avoid oxidation and interaction with the surrounding
environment. In addition, the purpose of the gold film was to
enhance the optical emission from the NCs.

The sample was excited with a collimated and focused
980 nm laser beam through an objective lens (20x, 0.4NA).
The laser output power is 20mW and the incident power
density on the sample is approximately 2.8 mW /um?. Light
emitted from the NCs was collected by the same objective
lens and partially passed through a dual mirror that allows
easy extraction to the 1550 nm signal from the total collected
field.

B. Optical Trapping of the NC

This part illustrates the optical trapping process for the lu-
minescent NCs. Fig. 2 inset shows a schematic diagram of the
trapping setup. The setup consists of; NPs suspension medium
(Hexane, a nonpolar liquid), the NAFT, a 980/1550 nm optical
fiber wavelength division multiplexer (WDM), and an APD
(Avalanche Photodetector), which is not shown in the figure.
The fiber WDM has three ports; the red line represents the
980 nm port; the blue line represents the 1550 nm port; and
the black line represents the common port. The WDM was
designed to split or combine waves at the two different
wavelengths. The excitation laser beam (about 20mW at
980 nm) is inserted into the red arm of the WDM through an
isolator and a polarizer (both are not shown in the figure). The
function of the polarizer is to enhance field intensity within the
nanoantenna gap and hence increase trapping force. However,
nanoparticle trapping events can be identified by changes in the
electric field intensity resulting from changes in the refractive
index within the nanoantenna gap structure. Ultimately, it was
of course necessary for the nano-antenna design to have a
maximum transmittance at 1550 nm wavelength that will allow
efficient coupling of any light emission from the nano-particles
into the fiber channel.

We have performed the optical trapping experiments in two
repeatable procedures. First, we used pure hexane (without
NPs) as a trapping medium, and in the second case, we
incorporated 0.1g of NCs to the pure hexane to form a
trapping medium of 0.1%(w/v) concentration. A time record
of the trapping signal for the case of pure hexane is shown in
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Fig. 2. Optical trapping signal trace for pure hexane (without NCs). The
dashed line represents the signal fluctuation average, and the inset shows a
schematic for the trapping experiment setup.

Fig. 2, where the signal start-time (around 135.35 s) represents
the moment the laser was switched on. It is obvious from
the signal trace that there is no change in the trapping signal
fluctuations (and in the signal average value) even when the
laser is being switched on and off multiple times.

This response indicates that the electric field intensity within
the nanoantenna gab hasn’t changed or, more predictively,
there has been nothing captured by the nanoantenna, the
NAFT.

In Fig.3, we show the optical trapping tracing signal for
the case when we had NPs suspended in hexane solvent
(0.1%(w/v) concentration), shown as UCNPs in Fig.2 inset.
To separate NPs agglomeration and uniformly distribute them
over the entire hexane volume, we sonicated the mixture for
about half an hour just before use. The sonication process
enhances the optical trapping of individual nanoobjects and
helps achieve our goal to trap a single luminescent NP.
However, the optical trapping signal shows a jump in the signal
level a few hundred milliseconds after the laser has turned on.
This event reveals that a nanoparticle has pulled into the gap
of the nanoantenna influenced by the optical field trapping
forces. Hence the signal fluctuation and its average have both
increased. As Fig.2 and Fig.3 illustrate, two differences in
the trapping signals are visible. First, the change in the signal
average and its range of amplitude fluctuations around the
average. Notably, the signal average in Fig. 2 is constant over
time, and the fluctuations around the average are small. On the
other hand, the optical trapping signal of case 2 (see Fig.3)
shows a remarkable change in the average value and amplitude
fluctuation range. And this can be attributed to the electric
field intensity fluctuations due to disorders in the refractive
index caused by a moving nanoobject entering the nanoantenna
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Fig. 3. Optical trapping signal trace for NPs contained hexane. The dashed
line represents the signal fluctuation average.

gap structure. In the end, the signal level jump in case 2
can be explained by the nanoantenna capturing a nanoparticle,
trapping.

Although the nanoantenna has an optical transmission peak
at the wavelength of 1550 nm, we were unable to observe any
light emitting from the nanoparticle when using a spectrome-
ter, and this could be due to three factors: no emission from
the nanoparticle; weak radiation of light; or, thermal noise.

III. CONCLUSION

We have experimentally demonstrated the ability to trap
nanocrystals that feature photon emission at low-loss wave-
lengths needed in optical communications. The optical trap-
ping technique utilized in the trapping process combines
an optical fiber tweezer and the WDM. Detection of light
emission from trapped nanocrystals was difficult mainly due to
temperature, but further investigations can be done in future,
expectedly with better results, especially when the optical
trapping system combines with a superconducting nanowire
single-photon detector. Overall, we have successfully trapped
a single light emitter and have coupled antenna light transmis-
sion into the optical fiber channel. Eventually, optical trapping
of luminescent nanoparticles allows the potential of developing
single-photon sources, which play an essential role in fiber
optic communications and quantum data transmission.
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Abstract — Free-space optics (FSO) is a data relaying
technology, which requires a direct line of sight between the
transmitter and the receiver units for reliable transmission.
Wavelength Division Multiplexing (WDM) is a technology that
multiplexes numerous carrier signals onto single fiber using
nonidentical wavelengths and enables the efficiency of
bandwidth and expanded data rate. Multiple Input Multiple
Output (MIMO) is implemented to improve the quality and
performance of free space optical communication in various
atmospheric conditions. In this paper, a WDM-based FSO
communication system is being implemented under MIMO
concept i.e., 1 x 1, 2 x 2, 4 x 4 Various factors like BER and
Quality Factor are analyzed for the WDM-based FSO
communication with MIMO using the OptiSystem v 7.0 for
under different atmospheric conditions. It is also evident in
this paper that the transmit power of 15 dBm and 4 x 4 FSO
showed the best performance and highest correlation distance
compared to the transmit power of 10dBm and other beams.
Moreover, WDM-FSO MIMO systems with 20 cm receiving
aperture better than 10 cm. In addition, systems with a data
rate of 2.5 Gbps provide better performance than 5 Gbps.

Keywords— Free Space Optics (FSO); bit error rate and
Q-factor; multiple input multiple output; OptiSystem; wavelength
division multiplexing; Attenuation.

L INTRODUCTION

Free space optical (FSO) communication now a days is one
of the major topics in the world of wireless and optical
communications.  This type of wireless optical
communication technology uses highly narrow beam to
transmit data from one point to the other one. The clear line
of sight between both transmits and receive terminals is
essential to establish a seamless communication [1]. FSO
communication links have many merits such as high
modulation bandwidth, high data transmission rates, low
cost, and easy installation process.  That is optical
communication technology in which data is transmitted by
propagation of light in free space allowing optical
connectivity. There is no requirement of the optical fiber
cable. Working of FSO is similar to OFC (optical fiber cable)
networks but the only difference is that the optical beams are
sent through free air instead of OFC cores that is glass fiber.
FSO system consists of an optical transceiver at both ends to
provide full duplex (bidirectional) capability. FSO
communication is not a new technology. It has been in
existence from 8th century but now is more evolved, where
data, voice, and video communication are achieved with
maximum 10Gbps of data rate by full duplex (bidirectional)
connectivity [2].

free space optics have many advantages over any
conventional system like huge bandwidth which help us to
transmit large number of data, narrow beam divergences
which help us to transmit the signal to long distances with
less misalignment [3]. FSO refers to transmission in
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unguided propagation media through the use of optical
carriers, i.e., visible, infrared (IR) and ultraviolet (UV) band.
As shown in electromagnetic spectrum illustrated in Figure 1

[4].
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Figure 1: The electromagnetic spectrum.

The 1550 nm band is well suited for free space transmission
due to its low attenuation, as well as the proliferation of
high-quality  transmitter and detector = components.
Components include very high-speed semiconductor laser
technology suitable for Wavelength Division Multiplex
(WDM) operation [5]. The FSO transmitter, located on the
first building and connected to a Local Area Network (LAN)
situated in that building, transmits the optically modulated
signal through the free space. The FSO receiver, located on
the second building and connected also to a LAN situated in
that building, receives the transmitted signal as shown in
Figure 2. [6].

FSO
transceiver
FSO links

Building 1

Building 2

Figure 2: Point-to-point FSO link between two buildings.

The transfer rate of a physical optical link could be
increased with using of multichannel technology WDM. That
could be used to achieve higher transmission rates and keep
same physical components of FSO link. The FSO link can
work at a wavelength of 1550 nm which is also in
transmission window with a low spectral attenuation.

In order to increase the data rate in free space and to reduce
the attenuation due to weather conditions, WDM-FSO-
MIMO performance will be used and analyzed in this paper
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The WDM innovation represents a revolution within the
optical communication. WDM can grow the capacity
incrementally, and that WDM provides great simplicity and
flexibility in the network. These technologies, on the other
hand, enable optical multi- and demultiplexing because
individual signals have different light wavelengths and can
be separated easily by wavelength-selective optical elements.
This may enable us to construct WDM networks in which
node functionality is supported by optical technologies
without electrical mux/demux [7].

Lasr | | || Photo-
source | detector |
D
£
Laser M . . Photo-
some? | | U ) Anpe Anplr | M detector 2
X U
X
Laser | | || Photo-
souree detectorn
Transmitter side Receiver side

Figure 3: Block diagram of WDM-FSO system.

FSO systems are categorized into two types, FSO system
with single beam and FSO system with multiple-beams. The
systems categories have positive and negative attributes.
Multi-beam beam FSO system is shown in Figure 4, where
the goal is to transmit data through one beam only. The main
drawback of a single beam FSO system is that the beam will
be scattered while travelling in free space, which is due to
atmospheric turbulence arising from big seized raindrops or
haze. Therefore, the probability of beam reaching the
receiver is very low in these situations, as a solution,
multiple beams are used to increase the probability by
assuring at least one of the multiple beams to reach the target

8].

X,

_Multi-beam Technigue

Figure 4: Multi-beam FSO system.

The multiple TX/RX link configuration can be seen in
Figure 4. Two FSO terminals which each having a link head
consists of multiple lenses of TXs and RXs. these lenses will
produce and collect multiple laser beams along the optical
path. the multiple beams which are the redundant signals are
generated by the data splitter which splits the digital signal
into 4 independent signals; each carries the same data input
and leave the TXs as an independent beam, from figure Each
TX will transmit 4 lasers beams to each of the 4 RXs because
of the 4 data splitters used. In, total there would be 16 paths
of laser beams/combinations of TX and RX to be analyzed

[9].

Proceedings of the ILCICT 2022

23

WDM-FSO SYSTEM DESIGN CONSIDERATIONS
(CHALLENGES)

1L

It is important to note that the signal loss between the
transmitter and the receiver varies randomly over time
according to the instantaneous prevailing weather
conditions. Hence, the design needs to factor this into
account for reliable communication design. Well-known
weather conditions that affect adversely the FSO
communication is rain, fog and haze conditions.

A. Fog attenuation

Fog is a cloud of small pieces of water, smoke, ice, or
integration between them it’s founded near the earth's
surface. Fog is the main reason that makes scattering of light
to happen which reduces the vision. the fog attenuation is
depended on the radius of the particle size. Kim and Kruse
introduced a law to find the amount of attenuation depends
only on the range of visibility, not on particle size. The
visibility is defined as the distance at which a naked human
eye can distinguish between white boundaries and the black
boundaries and range of visibility is calculated at 550 nm
wavelength that matches the highest intensity of the solar
spectrum [10].

The attenuation for both Kim and Kruse model by
depending on the range of visibility has been calculated
according to equation (1) [11].

1] 391 A
Kkml ™ v (550nm

o )™ 1)

Where:
o, denote to attenuation coefficient (in km—*),
v, denotes to the range of visibility (in km).

q, denotes to particle size distribution coefficient which
based on visibility range.

A, denotes to the wavelength of the transmitted signal (in
nm).

These models use different equations for the calculation of
particle size distribution which are as shown below:

(1) Kruse model: This model is widely used to calculate
the FSO equipment link budget. This model corresponds to
best results on the frequency 1550 nm rather than other
frequencies suggested to be used in the FSO communication.
The equation used in this model has the form shown below:
The particle size distribution (q) for this model has the form
[12]:

16 if v>50km
g=< 13 if 6km < v <50 km 2)
0585713 if v<6km

(2) Kim model: The evaluation of the parameter q was
not collected in dense fog for the visibility lower than 6 km.
So, for the visibility lower than 1 km the significance of the
Kruse model was in doubt. Then the recent studies proposed
another expression for the particle size distribution
coefficient (q). this model was the Kim model, whose
expression has the form shown below [11,12]:
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16 if v > 50km
1.3 if 6km < v < 50km
g=- 0.16v+0.34 if 1km < v < 6km 3)
v—05 if 0.5km < v < 1km
0 ifv<05km

where 6 Km<V<50Km,1 Km<V<6Kmand 0 Km<V
< 1 Km specify the visibility ranges for clear, hazy and
foggy weather conditions, respectively.

B. Haze attenuation

Haze particles present in the air reduce the intensity of the
light beam thus hindering the transmission. Attenuation
caused by haze depends on the visibility level and is
calculated by the famous Kim and Kruse model given by
equation (1) [13].

According to the Beers-Lambert law, the relationship
between the transmitted signal power (Pr) and the received
signal power (Pr), in the presence of atmospheric
attenuation, can be represented by the following exponential
relation [14]:

Pr=Pr exp (—olL)

Where, L is the link distance (distance between the
transmitter and receiver) of point-to-point FSO link (in km)
and o is the atmospheric attenuation coefficient.

4)

According to the definition of attenuation, the total
atmospheric attenuation throughout the free space path due
to fog and haze can be represented as follows [14]:

o ds = 1010g(%)

=101log (exp (ol)) (5)

Hence, the atmospheric attenuation in (dB/km) can be given
by:

o (dB/Km) = a (dB)/L

= [10 log(exp(aL))] /L (6)

C. Rain attenuation

Rain scattering is formed due to the rainfall when the
radius of raindrops ranges between (100 — 1000 pum) that is
significantly greater than the wavelength of standard FSO
systems. The value of the attenuation of the optical signal
due to rain also depends on the number of rain droplets and
size. The optical signal attenuation linearly raises when the
rate of rain increases. However, the average of the rainfall
rate increases when the raindrop sizes increase [10].

The attenuation of the wireless optical link which caused by
rain is given by Carbonneau’s models in equation (7).

®in (dB / Km) = 1.07ROS

Where:

& rain, denotes to attenuation of the rain in (dB/km).

R, denotes to rain Rate in (mm/h).
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III. WDM-FSO MIMO PERFORMANCE EVALUATION

1) Bit Error Rate (BER)

In digital transmission, the BER value is determined as a
ratio of the number of bit errors and the total number of
transmitted bits during a studied time interval. BER is
another basic qualitative parameter of FSO link. In this
work, has defined BER as the estimation of equation (8)
where, € is the number of received error bits and ¥B is the
number of all transmitted bits for a long period [9].

BER ~ —%
NB

(8

2) Quality Factor

Q is defined for a digital transmission signal as a signal-to-
noise ratio (SNR) at the receiver’s decision circuit and this
parameter use to illustrate and measure the link quality is
expressed as [15]:

:Pl—Po
61 + &g

0 9)

where 11 and Mo is the mean voltage level of the 1 and 0

levels. 81 and S0 are the standard deviations of the noise
distribution on the 1 and 0 levels.

The quality factor of the received signal is calculated under
different weather conditions by changing the transmission
distance between the transmitted and received stations. The
quality factor is related to BER as in equation (10) [10].

1 Q
BER = . efrc( ﬁ)

_Q2
exp ( —2)
BER ~ — == (10)

Where:
BER, denotes to the bit error rate of the received signal.
Q, the quality factor of the received signal.

efrc is the error function complementary.

IV. WDM-FSO MIMO SYSTEM DESIGN

WDM is used to enhance the communication range and the
capacity by implementing number of channels in the
transmitter and receiver sections. The design consists of
additional components like forks, power combiners to
achieve the required performance. The MIMO technique has
been used to implement this design which improves the
BER, Quality factor of the FSO communication System.

A Software tool namely OptiSystem 7.0 is used to prove this
practically by analyzing the parameters like BER, Quality
factor.

In the simulation design, Figure 5 illustrates the schematic
diagram of the proposed system, WDM-FSO MIMO.

The schematic diagram explains three major parts: the
transmitter, channel, and receiver.
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Figure 5: Schematic diagram of the proposed system, WDM-FSO MIMO.

The transmitter implemented by subsystems and WDM
multiplexer (WDM Mux) and fork. each subsystem includes
the following components as shown in Figure 6 : -

pro.Je -
Pseudo-Random Bit NRZ Pulse
Sequence Generator Generator
s ==
ot 2=}
CW Laser MZ Modulator
Analyytical

Figure 6: Transmitter subsystems.

e (CW Laser) Power source: The power source is
represented by lasers diode that has a narrow beam width
which provides a continuous wavelength of the laser signal.
The laser signal is utilized as a carrier to modulate the input
electrical signal.

e Pscudo-Random-Binary-sequence (PRBS) generator:
This part responsible of generate random binary sequence.
The PRBS generator produces binary sequence from zeros
and ones

e Non-return to zero (NRZ) generator: This component is a
pulse generator that is used for encoding the bit sequence
that has been generated by PRBS generator.

e Mach-Zehnder modulator (intensity modulator): This
modulator is utilized to modulate the electrical signal by
using a light signal.

WDM multiplexer (WDM Mux) is the second part of the
transmitter that is used to multiplex different optical signals
wavelengths over one optical communication channel. The
gain of the amplifier is set to 10 dB. The amplified signal is
then directly sent to the receiver through FSO channel. Fork
component is used to provide multiple beams of the laser
from one source of the laser. Every beam of multiple lasers
that have been produced by fork is in the same value with the
input laser source from the previous component and then
send in the FSO channel [10].

The FSO channel comprises of (4x 4), (2x 2), (1x 1)
MIMO technique having various attenuations for different
weather conditions. The receiver part consists of the
following components:

e Power combiner is utilized to integrate transmitted
optical signals and then injected in WDM DE multiplexer
then reverses of transmission operation begin.
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e WDM DE multiplexer (WDM Demux) is used to DE
multiplex the received optical signals. In other words, it
reverses the function of the WDM multiplexer.

o Optical receiver: After the operation of DE multiplexer,
the photo signal enters the optical receiver. The optical
receiver as shown in Figure 7.

L@ E { B
PIN Photodiode Low Pass Bessel Filter 3R Regenerator

Figure 7: Optical receivers.

which consists of PIN photodetector that is used to detect
and convert the photo signal into an electrical signal. The
detected electrical signal is applied to a low pass Bessel
filter. The low pass Bessel filter with a cut-off frequency of
(0.75%xsymbol rate) which is the second part of the optical
receiver is used to split the modulated information from the
high carrier frequency. The used low pass Bessel filer also
minimizes the noise that is produced in the detection process.
3R regenerator is the third part of the optical receiver that is
used to produce original sequence of bit and modulated
electrical signal to be applied to BER analysis [10].

The BER analyzer is utilized to compute the BER of the
received signal and quality factor. The measurements are
taken from the first channel at a frequency of 193.5 THz.

Simulation layout using software OptiSystem 7.0 shown in
Figure 8 for single input single output (SISO) and Figure 9
for MIMO.

Figure 8: Simulation layout of 1-TX/1-RX (SISO) system in WDM-FSO
links.
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(d)

Figure 9: (a) Simulation layout of 2-TX/2-RX system in WDM-FSO links.
(b) Simulation layout of 4-TX/4-RX system in WDM-FSO links.

Proceedings of the ILCICT 2022

The link parameters with their symbols and corresponding
values are presented in Table 1.

Table 1: WDM-FSO MIMO link parameters.

Parameter Symbol Value
Transmission Rate Rb 2.5 Gbps
CW Laser Power Pr 10 dBm
Frequency range f 193.5 to 192 THz
Channel spacing _ 100 GHz
Optical amplifiers gain Gr 10 dB
at the transmitter
Optical amplifiers gain GR 10 dB
at the receiver
Transmitter’s Dr Scm
Apertures
Receiver’s Aperture Dr 20cm
Other losses Lo 0dB
Beam Divergence 68D 2 mrad
Photodetector Type _ PIN
Modulation Type _ NRZ

Atmospheric Attenuation in Different Weather Conditions

The effect of different weather conditions on the
performance of multiple transmitters/receivers in WDM-FSO
links is considered at different visibilities for 1550 nm. It is
found that the atmospheric attenuations of the FSO channel
using the standard “Kim model” in fog, haze and clear
weather conditions is as shown in Table 2

Table 2: The visibility and the atmospheric attenuation of Kim model.

Weather Condition Visibility Attenuation
(Km) (dB/Km)
Dense 0.1 169.8
Fog Low 0.9 12.466
Dense 2 4.285
Haze Low 6 0.736
Clear Clear Air 10 0.4416
Very Clear 50 0.0883

And the Charbonneau’s model is used for rainy weather
condition is as shown in Table 3.

Table 3: The precipitation rate and attenuation values for rainy weather

condition.
. Precipitation Attenuation
Weather Condition
Rate
(mm/hr) (dB/Km)
Light 2.5 1.982
Rain L
Strong 25 9.2
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2) Transmitted power

In order to explore the effect of varying the transmitted
power on the performance of WDM-FSO system with
multiple transceivers, Figure 12 show the Q-factor of 16x1
WDM-FSO  communication systems with multiple
transceivers (1 beam, 2 beams and 4 beams) under strong
rainy weather condition. In the figure, the Q-factor versus the
link distance is compared with two values for the transmitted

power,10dBm and15 dBm.

WI%T{]—ESO links with multiple TX/RX system under strong rainy weather condition
[ ‘ ‘ ‘ FSO WDM 1 beam (10 dbm)

RESULTS AND DISCUSSIONS

This section, show performance of WDM-FSO
communication systems with multiple transmitters/receivers
under different weather conditions using the MIMO principle

using OptiSystem version 7.0.

V.

1) Data rate

In order to explore the effect of varying the data rate on
the performance of WDM-FSO system with multiple
transceivers, Figure 10 show the Q-factor of 16x1 WDM-
FSO communication systems with multiple transceivers
(1 beam, 2 beams and 4 beams) under dense foggy weather
condition. In the figure, the Q-factor versus the transmitted
power is compared with two values for the bit rates,

2.5 Gbps, 5 Gbps.
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100 ; ; e » It is clear from these figures for and strong rainy weather
Transmitied power (dBm) condition, that increasing the number of transceivers
improves the BER performance and the Q-factor, and WDM-

FSO systems with higher transmit power (15 dBm)
outperform the systems with lower transmit power
(10 dBm). Furthermore, the BER performance and Q-factor
of WDM-FSO systems with higher transmit power and
number of transceivers is better than that with lower values.

Figure 11: BER performance versus the transmitted power of WDM-
FSO links with multiple TX/RX system under dense foggy weather
condition.

It is observed from the previous figures under dense
foggy weather condition, that increasing the number of

transceivers improves the Q-factor and BER performance,
and 16x1 WDM-FSO systems with lower bit rates for the
same number of transceivers outperform the systems with
higher bit rates. Moreover, the best results in both Q-factor
and BER performance where the least bit rate with higher
transverse is obtained from WDM FSO 4 beams (2.5 Gbps).
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3) Receiver’s Aperture

In order to explore the effect of varying the Receiver’s
Aperture on the performance of WDM-FSO system with
multiple transceivers, Figure 14 show the Q-factor of 16x1
WDM-FSO  communication systems with multiple
transceivers of (1 beam, 2 beams and 4 beams) under dense
foggy weather condition. In the figure, the Q-factor versus
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the link distance is compared with two values for the
Receiver’s Aperture, 10 cm and 20 cm.

w%no-gso links with multiple TX/RX system under dense foggy weather condition
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Figure 14: Q-factor versus the link distance of WDM-FSO links with
multiple TX/RX system under dense foggy weather condition.
The BER performance versus the versus the link distance are
compared with two values for the Receiver’s Aperture,
10 ¢cm and 20 cm. shown in Figure 15.
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Figure 15: BER performance versus the link distance of WDM-FSO
links with multiple TX/RX system under dense foggy weather condition

It is clear from these figures for dense foggy weather
condition, that increasing the number of transceivers
improves the BER performance and the Q-factor, and WDM-
FSO systems with higher the Receiver Aperture (20 cm)
outperform the systems with lower Receiver Aperture
(10 ¢m). Moreover, the BER performance and Q-factor of
WDM-FSO systems with higher Receiver Aperture and
number of transceivers is better than that with lower values.

4) Maximum Link Distance in WDM-FSO MIMO
Systems

It is clear from the previous results that the magnitude of the
maximum Q-factor increases with increasing the number of
transceivers in WDM-FSO MIMO systems. In addition, the
BER performance and the Q-factor are improved as the value
of the transmit power and Receiver Aperture increases.

The changes in the two values for the transmitted power,
10 dBm and 15 dBm. verify the improvement of WDM-FSO
link performance with multiple transceivers under strong
rainy weather conditions as shown in Tables 4 maximum
link distance at nearly 10 BER.
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Table 4: The maximum link distance of 16x1 WDM-FSO MIMO

maximum link distance (Km) at nearly

- . 107" BER under strong rainy
I'ransmit power i N

1x1 2x2 4 x4
10 dBm 2.31 2.51 2.98
15 dBm 2.69 2.96 34

The changes in the two wvalues for the Receiver’s
Aperture, 10 cm and 20 cm. verify the improvement of
WDM-FSO link performance with multiple transceivers
under dense foggy weather conditions as shown in Table 5
maximum link distance at nearly 10-° BER.

Table 5: The maximum link distance of 16x1 WDM-FSO MIMO

maximum link distance (Km) at nearly

107° BER under dense foggy
Receiver’s Aperture under cense loggy

1x1 2x2 4x4
10 cm 0.21 0.224 0.249
20cm 0.235 0.253 0.28

It is clear from previous Tables the maximum link distance
of 4-TX/4-RX (4 beam) systems is greater than that in the
case of 2-TX/2-RX (2 beam) and FSO systems with single
transceivers (1 beam) due to the performance improvement
achieved by increasing the number of transceivers.

VI. CONCLUSION

The performance of WDM-FSO communication links
with Multiple Input Multiple Output (MIMO) directly
depends on the distance used and also on atmospheric
attenuation which is affected by different weather conditions
such as fog, rain, and haze. The atmospheric attenuation of
the WDM-FSO MIMO system is related to the visibility
range, which is low in fog, moderate in haze and rain, and
high in clear air weather condition.

The Q-factor and BER performance of WDM-FSO
MIMO systems can be improved as the number of
transceivers (beams) increases.

The performance of WDM-FSO MIMO communication
system with lower bit rates (2.5 Gbps) and higher beams
(4 beams) is better than system with higher bit rates (5 Gbps)
and higher beams (4 beams). And this system under
transmitted power of 15 dBm and (4 beams) showed best
performance and highest maximum link distance compared
to transmitted power of 10 dBm and other beams. The
Receiver Aperture of 20 cm and (4 beams) showed best
performance and highest maximum link distance compared
to Receiver Aperture of 10 cm and other beams.
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Abstract— With the continuous use and proliferation of
cellular mobile phones including other handheld
communication devices to provide a robust support for radio
signals coverage and good service quality provision to the
connected loads (i.e. mobile users), has in turn steered the
increasing deployment of Base Station “BS” antennas,
denoting the antennas employed for installation on a BS or
inside the handheld devices, therefore, it is essential to measure
the radiation, to check the levels if they are within the
permutable standard level, and measuring the radiation for the
same zones to compare if the values have increased or
decreased and calculate the difference over the years to
estimate the relation between the increase of base station and
its effect on the radiation (increase or decrease), in addition of,
permitting future studies to compare with the obtained values.
This research calculates the Specific Absorption Rate (SAR)
from base stations in Tripoli, Libya and compare the values
obtained with the limit values that world standards, such as
ICNIRP and IEEE, suggests not to surpass for the possible
biological harm.

Keywords—radiation of power, compliance, ICNIRP, IEEE.

I. INTRODUCTION

Many studies were conducted in the last decades to
observe the relation between exposure to EM radiations and
health measured illnesses. Numerous publications stated that,
health hazard is linked to the exposure of radiation. Many
studies show that, radiation from base-stations is dangerous
to health and in fact it agrees that, under some circumstances
electromagnetic radiation may have determinately effect on
human health. Many researches and studies about the effect
of EM radiation towards the human organs, especially to the
brain, which indicates the importance of the issue due to the
presence of mobile phone when used in a close proximity to
the head [4], [5] and [6].

This perturbing concern proffered Libyan researchers to
conduct measurements to acquire mobile base station power
values, namely, in 2007 a research conducted in Tripoli
measured the power and electric field of mobile base stations
installed in educational establishment [1], the researcher
evaluated that the maximum values measured complied with
the International Commission Non-Ionized Radiation
Protection (ICNIRP)’s standard reference with an estimated
of 94.32% compliance. The health concern detect to repeat
the measurements frequently to ensure the compliance of EM
radiation to the world level mainly ICNIRP’s standard
reference, regarding this concern it is essential to conduct the
EM radiation measurements in the public premises to insure
the compliance of measurements to the ICNIRP standard
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world level, and make a comparison with the values acquired
in the previous research [1]. The measurements were taken in
the years 2020 and 2021.

II. METHODOLOGY OF MEASUREMENTS AND SETUP
Measurements methodology in this research can be
interpreted in the following:

A. Site Selection

These steps encompasses the partitioning of the province
based on its temperament with regard to its convention that
is, commercial division, industrial division, habitations
division, educational division, and medical sectors [9], this
steps is essential considering its aid in determining the
sectors more impressionable to high radiation levels
particularly, sectors patronized by elderly, and juvenile.

We targeted zones with: dense traffic base stations,
medical institution with ill individuals, domestic sites where
people spend the majority of their time in addition to
educational establishments.

The studied sites are listed below:

*  Domestic building.

. Central hospital, Tripoli, covid-19 isolation unit.
»  Janzour high school.

*  University of Tripoli, faculty of science, library.

B. Measurements

Measurements were performed multiple times in the
course of the day as well as week and weekends. It is
relevant to note the traffic disparity, for instance the
uppermost traffic level measured was in the morning from
about 8 am to 11 am, let alone traffic alteration throughout
days of the week comprehensively, mobile base station
traffic fluctuation is deliberated in the proceeding [7] and [8].

C. Acquired Data Analysis

The undertaken measurements were collected in multiple
times of the day and collected during the days of the week as
well as the weekends.

*  Measurements were repeated two or three times on
spot for the same point at the exact same moment
for better accuracy.
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e Peak time value is determined for each enterprise,
noon, morning, or later in the day, this helps give a
better comprehension of the process.

For each individual base station, we measured at:

1. Roof top: Under the tower, North, East, West, and
south the tower at numerous distances.

2. Floors: If the building is composed of multiple
floors, we estimated the power at each floor
separately by measuring, under the tower, North,
East, West, and south the tower at numerous
distances.

* The measurements were repeated at least three
times to ensure the precision and rightness of the
values.

* The measurements of one were repeated on
different days as well as on different times of the
day.

D. Instruments

The SMP2 is an instrument for measuring
electromagnetic fields. Its frequency range is determined by
the field probe used. A range of frequencies compatible
probes are available, from DC to 40 GHz [11].

II.

Measurements were taken at the end of 2020 and
beginning of year 2021. The power was measured at sites
with different circumstances namely, dense traffic found in
Tripoli University (Library) and the number of operating
base stations, the domestic nature of the area, and the health
institution encompassing ill people.

MEASUREMENTS AND RESULTS

The following illustrates the measured power at each site.

A. Power density values measured at the domestic site
(Maharat Company)

Predominantly, measurements were conducted from
09:00 to 15:00 contingent on the working hours for three
days in addition of the weekend in the period of 25-26-27-
31/October/2020.

Maharat company “Domicile site” Power level illustration in accordance with time

Fig. 1. A demonstration of the home site power level values measured at
the roof of the building, attributable with the hours of the day with regards
of the measuring days. The figure illustrates five different timings
correspondent to the site.

Fig. 1. delineates the power variation in values
accordingly with the hours of the day and in contradistinction
to the measuring days, the maximum values are measured at
13:00 and 14:00 midday time. The maximum power
measured (0.003 mW/cm?) with an IEEE compliance
equivalent of 0.11% and ICNIRP compliable of 0.75% [2]
and [3].
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B.  Power density values measured at Central hospital
(Covid-19 isolation ward)

The measurements were conducted in the interval of 07-
23-25-26/November/2020 including a weekend day
(Saturday), in the course of several hours of the day.

Central Hospital site Power level illustration in accordance with time

Fig.2. A demonstration of central hospital (isolation ward) site power
level values measured at the roof of the building, attributable with the hours
of the day with regards of the measuring days..

Fig. 2. delineates the power variation in values
accordingly with the hours of the day and in contradistinction
to the measuring days. The maximum power measured
(0.004 mW/cm?) with an IEEE compliance equivalent of
0.14% and ICNIRP compliable of 0.94%.

C. Power density values measured at the educational site
(Janzour high school)

Measurements were taken in the interval of
6,7,9/December 2020, the site includes two base stations
installed at the roof of the school.

Janzour High school “Educational site” Power level ilustration in accordance with time

Poer in miiem?
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Fig. 3. A demonstration of educational institution (Janzour high school)
site power level values measured at the roof of the building, attributable
with the hours of the day with regards of the measuring days. The figure
illustrates three different timings correspondent to the site.

Fig. 3. delineates the power variation in values
accordingly with the hours of the day and in
contradistinction to the measuring days. The maximum
power measured (0.004 mW/cm2) with an IEEE compliance
equivalent of 0.14% and ICNIRP compliable of 0.94%.

D.  University of Tripoli, faculty of science (library
building)
Measurements were taken on the rooftop of the building
in the period of 05-06-07/January/2021. With a total of three
base stations installed at different edges of the building.
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Science library site Power level illustration in accordance with time

5012021

Fig. 4. An demonstration of Tripoli university faculty of science (library)
site power level values attributable with the hours of the day with regards
of the measuring days. The figure illustrates two different timings
correspondent to the site.

oron2021

Fig. 4. delineates the power variation in values
accordingly with the hours of the day and in contradistinction
to the measuring days, the maximum values are measured at
13:00 and 14:00 midday time. The maximum power
measured (0.007 mW/cm?) with an IEEE compliance
equivalent of 0.27% and ICNIRP compliable of 1.75%.

E.  Power levels measured at the rooftop with respect to
each location consistent with the measuring days

Fig. 5. presents an illustration of the power measuring for
each corresponding location accordant to the contingent
measuring days, from the figure we can perceive the
vicissitude in the power level in association with all
locations, minimum values are perceived at the educational
institutions (Janzour high school and the library) as opposed
to the highest measured value 0.007 mW/cm? measured at
the library site, for the same site.

10 Power level rooftop floor sites comparison in the course of working days

Power inmwiem?

Fig. 5. Elucidate power levels measured at the rooftop corresponding each
site in the course of the accordant measuring days.

F.  Ground floor power values delineation with respect to
all the selected sites in the course of the measuring days

Fig. 6 illustrates the power values measured at the
ground floor corresponding each site in the course of the
days of measurements, incontrovertibly the highest
measured value was measured at the library site at Tripoli
university, taking into account that the peak value measured
appertaining to values measured at the rooftop amidst all
values acquired was ascertained at the same site, the power
decline from site to other compared to the peak value
amounts to: the decline in the janzour high school is
equivalent to50 %, this comes as no surprise that the second
highest value is found on this site considering it
encompasses two stations on its roof. Subsequently, the
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lowest measured value was measured at the domestic site,
with a decline equivalent to 80%.

10 Power level recorded in the gound floor of each site

Power in mWicm?

I | R .

Janzour High school ‘Central hospital House.

‘Science library.

Fig. 6. A delineation of power levels measured at the ground level
corresponding of each site in accordance of all measuring days.

G. Roofiop subsequent floor power values delineation with
respect to all the selected sites in the course of the
measuring days

Fig 7 demonstrates the power level measured at the
subsequent floor of the rooftop in accordance with each site,
abruptly, the peak value was measured at the domestic site
the power decline from site to other compared to the peak
value amounts to: the decline compared to the library is
equivalent to 14.3%, this comes as no surprise that the
second highest value is found on this site considering it
encompasses three stations on its roof. Subsequently, the
lowest measured value was measured at the high school site,
with a decline equivalent to 85.7%.

day)

Powerin miiem?

Fig. 7. A delineation of power levels measured at the rooftop subsequent
floor corresponding of each site in accordance of all measuring days.

H. [EEFE and ICNIRP SAR and power comparison

The Specific Absorption Rate (SAR) calculated from the
measured power in accordance with the virtual family
members and the 95th percent cuboid approach as referred
to in [12], the calculated SAR to the maximum ICNIRP and
IEEE permutable SAR. The highest percentage established in
this research is 8.75%

Reference to [1], The maximum power obtained in 2007
was measured in Azzahf Al-Mostamer school with an
equivalent of 22.546 puW/cm? representing 5.68% of the
ICNIRP and IEEE limit value, comparing the maximum with
obtained in this research which is 7 pW/cm? with a
difference of 31.05%, on the other hand our values do not
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deviate much, for instance, the lowest value measured is 3
uW/cm? with a difference in value of 57.14% whilst for the
research the difference between maximum and minimum
(22.546 and 0.576 pW/cm?) values is 97.4%.

In order to make our research inclusive it is essential to
compare our values to the values obtained in studies done in
other countries. In the research conducted in Bulgaria in the
year of 2018 [10] where the maximum power measured was
(10 uW/cm? = 0.1 W/m?) equivalent to 2.22% of the ICNIRP
maximum values.

Table 1. illustrates the maximum SAR calculated from
the measured power in accordance with the virtual family
members and the 95th percent cuboid approach, the
percentage values given in the table represents the abidance
of the calculated SAR to the maximum ICNIRP and IEEE
permutable SAR. The highest percentage established in table
1.3 is 8.75% of the maximum SAR values allowed by IEEE
the highest achieved in comparison with all other sites
studied in this thesis, corresponding the whole-body SAR on
account of the maximum SAR permitted is the lowest value
equivalent to 0.08 W/kg.

In table I, it is observed that the higher the frequency
the higher the power limit, for instance at 2100 MHz the
measured power scored 0.08% and 0.39% of the maximum
values of 10.5 W/m2. The maximum percentage achieved is
3.75% of the SAR value permitted by ICNRIP, the whole-
body maximum SAR permitted is equivalent to 0.08 W/kg,
the highest percentage established is 8.75% of the maximum
SAR values allowed by IEEE.

TABLE L COMPARISON BETWEEN ACQUIRED MEASURED SAR AND
ITS COMPLIANCE TO IEEE AND ICNIRP REFERENCE VALUES.
Whole-body
exposure SAR
(Wrkg) Comparison
People Comparison to people in
in Calcu\l;;f{d SAR | 5 general controlled
General | controll (Wike) public SAR | environment
public ed S
environ
ments
VFM 0.001 2.31% 0.4625%
85
VFF 0.002 2.87% 0.575%
3
0.08 0.4 VFB | 0.007 8.75% 1.75%
95th 0.002 2.62% 0.525%
percent 1
cuboid
TABLE IL. MEASURED POWER IN COMPARISON WITH IEEE & ICNIRP
ESTABLISHED MAXIMUM PERMUTABLE POWER VALUES FOR DIFFERENT
RANGES OF FREQUENCIES
Operating frequency and the power P\farlcsgﬁge
correspondent to IEEE al:d ICNIRP limit (fi and ICNIRP and
f) IEEE fu /200
Operating frequency = 800 MHz, therefore f;=20 and o
P k 1.75%
=4 W/m
Operating frequency = 900 MHz, therefore f;=22.5 1.56%
and 4= 4.5 W/m? —Re
Operating frequency = 1800 MHz, therefore fi=45 0.78%
and fr= 9 W/m? 870
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Operating frequency and the power P:';chgst?ge
correspondent to IEEE and ICNIRP limit (f; and ICNIRP and
f2)* IEEE fw /200
Operating frequency = 2100 MHz, therefore f;=52.5 0.67%
and f3=10.5 W/m? o
Operating frequency = 850 MHz, therefore fi=21.25 1.65%
and fo= 4.25 W/m> oo

& fi=fwA0, o= /200, where fu is the frequency in megahertz.

IV. CONCLUSION

We measured the power and calculated the SAR for the
mentioned locations: educational, health, and domestic sites
in the period of: (end of year 2020 and the beginning of
2021). From the inclusive examination of the data, we were
able to observe the following:

The measured power values are within the
permutable range on account of the frequency range
established in this research., in a detailed illustration, the
highest compliance rate measured is equivalent to 99.9%,
illustrating that the highest power measured is 0.1% of the
values established by IEEE, In comparison with the least
value equivalent to 1.75% of the established of IEEE power
level. This reveals that all power measured at educational,
health institution and domestic sites are compiled to the
standards, therefor there are no danger to the people that is,
excluding the long-term impact of exposure.

Comparing the values obtained in 2007 with the values
obtained in this research we can state that: the maximum
power obtained in 2007 was equivalent to 22.546 uW/cm?
representing 5.68% of the ICNIRP and IEEE limit value,
comparing the maximum with obtained in this research
which is 7 pW/em? with a difference of 31.05%, on the other
hand our values do not deviate much, for instance, the lowest
value measured is 3 pW/cm2 with a difference in value of
57.14% whilst for the research the difference between
maximum and minimum (22.546 and 0.576 pW/cm2) values
is 97.4%. This is because the mobile devices used today may
have a lower power consumption in comparison to the
mobile used in the time when the study in 2007 was done,
and the instrument used to measure the power in this
research is more accurate in comparison to the instrument
used in the research done in 2007.

The comparison made with the research conducted in
Bulgaria indicates that, our research gave a 1.75% of the
ICNIRP permutable value at 900 MHz, the research in [12]
gave a 2.22% of the ICNIRP permutable value, which
indicates that power level are within the limit of exposure
and are safe.
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Abstract— 5G is the next generation for communications and
data transmit ion, as it is much faster , more capacity, and better
network efficiency. Capacity could reach 100 times as that of
4G, propagation of millimeter waves could be severely affected by
claimant conditions ,like rain , dust and sand particles , in terms of
power degradation and wave polarization unfortunately 5G
transmission could only last few hundred meters ,and when pass
through a media of dust and sand could be attenuated very much, and
could lead to a shorter distance signal covers.

This paper is to study the effect of dust and sand storms on 5G
signals when propagating through a media of sand and dust
particles, in some suburb areas of Libya at 28GHz and 60 GHz.
The study will also include effect of visibility and humidity on
5@ signals in a region of sand and dust storms. a mathematical
model will be used to predict dust and sand storms attenuation
in the case of worst visibility of 4 meters, and a particle
diameter of 50 micrometers. The results showed that a sever
attenuation take place when propagating 5G signals- in wind
storms.

Keywords—  Millimeter-waves,  Sandstorm,  Attenuation,
Propagation-wave, Transmission Loss, Humidity

I. INTRODUCTION

Dust and sand storms are a common climatic phenomenon
in some suburb areas in most of north Africa [1]. The storm
caused by strong winds will cause carrying sand and dust
particles in the air media and this will decrease visibility due to
high condensed particles. The contents of the dust and sand
changes from a place to another, the chemical analysis of such
particles could be iron, aluminum, silicon and or other alloys,
these particles will change the media permittivity to a complex
permativity , with its real part and imaginary part of the
dielectric constant, in turn this will cause signal attenuation. The
attenuation is function of frequency and increases for low
visibility and more in case of humidity.

To be able to calculate the attenuation of 5G signals due to
climate condition such as, dust and sand storm, and humidity. In
a previous study in suburb areas [1], we selected from a suburb
area in Libya called Dlaim, samples from the hanging dust and
sand in the area of study were collected, then chemical analysis
of the samples was carried out, from which the average particle
sizes was determined using some spatial instrumentations. In
this study we used the dielectric constants provided from the
previous study.
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II. RESEARCH METHODOLOGY

This study is carried out on suburb areas in Libya for
frequencies 28 and 60 GHz, to estimate the impact of dust and
sand storms of 5G communication signals by predicting and
analyzing the dust and storm effect, first we defined Tx and Rx
parameters such as gain, frequency, transmit power and
receiver sensitivity shown in table 1 , secondly we assumed that
the channel propagation is to be under the worst-case scenario
including free space, where the power received is computed
under the influence of dust and sand storm. Finally, compared
the received power with the receiver sensitivity which we
assumed to be -85 dBm the received power computed based on
the following parameters: transmitter power Pt, the gain of the
transmitter and receiver antenna, Gt and Gr respectively, dust
and sand storm attenuation Lp, free space loss Lgs , as shown in
Table :1 .

Thus, we can calculate the received power by [2]:

PR(dBm)=PT+GT+GR_LFS_LD (1)
Where the free space Lrs can calculate by:
Lps(dB) = 32.44 4+ 20log(f MHz) + 20log(D Km)  (2)

Where f'is the frequency of the 5G signal in (MHz) and D is the
distance between the transmitter and receiver in Km

Table 1. System specification and parameters.
Description Scenario 1 | Scenario 2
Operating frequency 28 GHz 60 GHz
Transmitter Antenna Power 10 dBm 15 dBm
Antenna Gain 25 dBi 25 dBi
Receiver | Antenna sensitivity | -80 dBm | -80 dBm
Antenna Gain 25 dBi 25 dBi

Now, to compute attenuation due to dust storm generally by
solving the forward scattering amplitude function of a single
particle. The solution may be found by using the Rayleigh
approximation or Mie solutions. The method depends largely
on the particle number and particle radius, the entire attenuation
loss, in dB, caused by a dust storm over a link has a length of d
can be given as [3]:
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d
Lp = [, Agdx 3)
where Aq4 (dB/km) is the specific attenuation characterizing the
dust and sand storm which can be expressed as:

A ("—B) = 4343 x 10% [“"* 5,(a) .N(a) da (4)
Km Amin

Where N(a)da is the number of particles per unit volume of air
with dust particles radius between a and a + da, o is the total
attenuation cross section efficiency factors of dust particle of
radius a, and to calculate the attenuation by the above equations,
data are required for the number of particles of dust N, which is
difficult to measure accurately, we can express the particle
density in term of the visibility as [4]:

5.5x107%
N=——F
Vag

®)

After solving equation of attenuation, visibility and particle
radius [3] we can express the specific attenuation due to dust
and sand storm A4 (dB/Km):

Ag =L (X +YaZf? +Za3f?) ©)
Where:

a.: the equivalent particle radius in meters,

f: the frequency in GHz and

V: the visibility in kilometer,

X, Y and Z: constants whose values depend on real (¢’) and
imaginary (¢’”) of the dielectric constant:

1886 &'’
- (s’+2)2+s”2 )
=137 x10% er(SIEtem20 1 5 g
5[(e'+2)2+€'"%)2 | 15 | 3[(2&'+3)2+4e'"7]
2 4
_ 4 (&' -1)" (' +2)+[2(e'-1) (' +2)-9] +£"’
Z =379 x 10%( TR ) 9)

We get the Complex Permittivity for nine samples in this
study region from table 1 [1]:

Table2. The complex permittivity and PSD for 9 sample
Sample No. | PSD complex permittivity
1 sand 5.0384 - 0.0509
2 sand 5.4851 - 0.0562
3 dust 5.4801 - 0.0694
4 sand 7.5929 -j0.1140
5 dust 6.7899 -j 0.1296
6 dust 5.4003 -j 0.0787
7 dust 7.4707 -j 0.1344
8 dust 5.5713-j0.0704
9 dust 8.3078 - 0.1329
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The average complex permittivity of all samples is equal to
6.3485 -7 0.0929.

When the media includes moisture contents, the complex
permittivity can be estimated from the following equations,
with the variation of complex permittivity and relative
humidity [5].

&'y =¢+4+0.004H —7.78 x 107*H? 4+ 5.56 X 107°H3

&'y =¢"+0.002H —3.71 X 107*H? + 2.76 x 107°%H3

III.

To find the impact of the dust and sand storm on 5G signals in
suburb areas of Libya, we obtained data from meteorological
stations [2], so we can calculate the attenuation with variation
of the visibility for 4 sample from table2, Figl and 2 show the
attenuation due to visibility at 28 and 60 GHz respectively ,
noted that when the visibility increase the attenuation will
decrease, tables from 3 to 8 describe the effect of humidity for
the 4 sample at 60% , and 100% humidity ,as we see from table
the attenuation increases with the humidity and decrease with
visibility.

RESULT AND DISCUSSIONS

4.5
—Sample 1
4 Sample 5 |
Sample 8

35| Sample 8| |
€ 3
<
fin}
D25
c
§e]
® 2
3
c
£
Z15

1 H
05
I T .
8] 0.02 0.04 0.06 0.08 0.1 0.17 0.14 0.16 0.18
Visibility (Krit)
Fig 1. The power received versus distance between Tx and Rx at 28

GHz in free space loss.

Sample 1
Sample 5
Sample 6

Sample 8 |

N

Attenuation (dB/Km)
(6]
————

0 0.02 0.04 0.06 0.08 0.1

Visibility (Km)

0.12 0.14 0.16 0.18

Fig 2. The power received versus distance between Tx and Rx at at 60
GHz in free space loss.
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Table 3. Variation of visibility with sand-storm attenuation (dB/km) at 28
GHz, with humidity 0 % for 4 sample.

Sample No. Signal Attenuation (dB/km) with visibility
4m 15m 100m
1 0.679 0.181 0.027
5 1.109 0.296 0.045
6 0.949 0.253 0.038
8 0.827 0.221 0.033
Table 4. Variation of visibility with sand-storm attenuation

(dB/km) at 28 GHz, with humidity 60 % for 4 sample.

Sample No. Signal Attenuation (dB/km) with visibility
4m 15m 100m
1 0.832 0.222 0.033
5 1.201 0.321 0.048
6 1.086 0.290 0.043
8 0.897 0.239 0.036

Table 5. Variation of visibility with sand-storm attenuation (dB/km) at
28 GHz, with humidity 100 % for 4 sample.

Sample No. Signal Attenuation (dB/km) with visibility
4m 15m 100m
1 0.931 0.248 0.037
5 1.265 0.338 0.051
6 1.174 0.313 0.047
8 0.950 0.251 0.038

Table 6. Variation of visibility with sand-storm attenuation (dB/km) at
60 GHz, with humidity 0 % for 4 sample.

Sample No. Signal Attenuation (dB/km) with visibility
4m 15m 100m
1 1.466 0.391 0.059
5 2.394 0.638 0.096
6 2.049 0.546 0.082
8 1.789 0.477 0.072

Table 7. Variation of visibility with sand-storm attenuation (dB/km) at
60 GHz, with humidity 60 % for 4 sample.

Sample No. Signal Attenuation (dB/km) with visibility
4m 15m 100m
1 1.795 0.479 0.072
5 2.598 0.693 0.104
6 2.342 0.625 0.094
8 1.939 0.517 0.078

Table 8. Variation of visibility with sand-storm attenuation (dB/km) at
60 GHz, with humidity 100 % for 4 sample.

Sample No. Signal Attenuation (dB/km) with visibility
4m 15m 100m
1 2.007 0.535 0.080
5 2.731 0.728 0.109
6 2.532 0.675 0.101
8 2.037 0.543 0.081

The received power for the average complex permittivity of all
samples as shown in table2 can be found, with the effect of dust\
sand storm, and free space attenuation, we choose the worst
case for this study the visibility is considers to be 4m as given

from [2], and particle diameter 50 pm .
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Figure 3 shows the received power in the wireless channel at 28
GHz and 60 GHz respectively under the influence of free space
attenuation versus the distance between the transmitter and the
receiver, with sensitivity of the receiver is -80 dB, so that the
signal can be received at distance 8.5 km and 7 km for 28 and
60GHz respectively.

Fig 4 shows the received power in the wireless channel at 28
GHz under the influence of free space attenuation with and
without the dust storm attenuation against the distance between
transmitter and receiver, as we mentioned before that the
sensitivity of the receiver is -80dBm so that the signal can be
received at 8.5 km without dust storm attenuation and with dust
storm attenuation of the signal can be received at 5 km.

The received power in the wireless channel at 60 GHz will have
attenuation effect more than that for 28 GHz , Figure 5 Shows
the effect of free space attenuation with / without dust storm
attenuation versus the distance between the transmitter and the
receiver, with sensitivity of the receiver is -80 dB , the signal
can be received at 7 km If there is no dust storm attenuation and
with dust storm attenuation of the signal can be received at 3.4
km.

Figure 6 shows the received power in the wireless channel at 28
GHz under the influence of the free space attenuation with the
attenuation of the dust storm and the effect of humidity
coefficient at 0, 60, and 100 percent respectively against the
distance between the transmitter and the receiver in this case
the signal can be receiver at distance 5.06, 4.87,4.75 Km .

Figure 7 shows the received power in the wireless channel at 60
GHz under the influence of the free space attenuation with the
attenuation of the dust storm and with the effects of the
humidity coefficient of 0, 60, and 100 percent respectively
against the distance between the transmitter and the receiver,
and when the receiver sensitivity is -80 dB the signal can be
received at 3.1 km, 3.2 km, and 3.4 km respectively in all cases
of humidity

-20

Scenario 1
30 Scenario 2| |

Power Receiver (dBm)

.90 I I I I I I I I L

Distance (Km)
Fig 3. The power received versus distance between Tx and Rx at scenario
1[28 GHz] and scenario 2 [60 GHz] with free space loss.
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Fig 4. The power received versus distance between Tx and Rx at 28GHz
with free space and dust storm attenuation.

-20 T T T T T T T T T

2 = Without dust attenuation |
) —— With dust attenuation

-40

-50

-60

-70

-80

-90

-100

-110 I I I L I I L I L

0 1 2 3 4 5 6 7 8 9 10

Fig 5. The power received versus distance between Tx and Rx at 60GHz
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Fig 6. The power received versus distance between Tx and Rx at 28GHz
with effect of humidity
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Fig 7. The power received versus distance between Tx and Rx at 60GHz
with effect of humidity

From all above figurs it can be clearly seen that the the sand and dust has a great
infulwance on 5G signales and it gets worst with humidity.

IV. CONCLUSION

5G transmission and mobile coverge in suburb areas of Libya
was investigated for the effect of dust and sand storms at 28 and
60 Ghz , the study was based on prevous data measured for dust
and sand storm done for a village named Dlaim . In this study
we used a mathematical model to predict the attenuation
introduced by dust and sand storm, the results showed that the
signal is severly attenuated due to dust sand storm, and is higer
for 60 GHz, low visibility increase attenuation, and so higher
humidity. The coverge distance for 5G signal with dust and
sand storm may drop to half its value in free space for rhe worst
case of visibility and humidaty for 60 GHz, and to 80 % for 28
GHz.
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Abstract— Today, one cannot think of life without the
Internet. The demand on the Internet has grown at a very fast
pace, which has resulted in heavy Internet traffic. The Average
traffic load has risen, and data traffic patterns have also become
unpredictable. Therefore, network traffic monitoring and
analysis for the Internet Service Providers (ISP’s) have become
essential to understand the user’s usage behavior, troubleshoot
and resolve problems effectively when they occur, then provide
new commercial offers based on analysis outputs. All the
Internet traffic from/to Libya is going through the Libyan
International Telecom Company (LITC) network, which is
representing the only gateway to the world through different
ports. In this paper, the Libyan Internet traffic data was
gathered during 2021-2022 for long period of time using a Deep
Packet Inspection (DPI) tool installed on the LITC network.
These data were analyzed and processed to obtain models for
daily and weekly internet usage pattern for Libya. The patterns
were obtained in three different periods of time to look at the
effect pattern changing over the seasons. The results were
compared with other patterns obtained from different works in
other places.

Keywords—Deep  packet inspection, LITC, Libyan
international telecom company, DPUP, WPUP, Internet usage
pattern, Traffic analysis, ISP.

I. INTRODUCTION

Network analysis is a process of capturing network traffic
and inspecting it closely to determine what is happening in the
network. It also known by several other names such as
network analysis, protocol analysis, packet sniffing and
packet analysis. We consider network traffic analysis to be a
set of methods that successively is utilized to understand the
nature of traffic per packet basis [1].

Analyze traffic in a communication network is needed for
many types of network research studies. If the target is to
improve the network, or to be aware of the operational aspects
of the network, the main purpose of traffic analysis is
sometimes to find out the usage on different parts of the
network. It includes monitoring user behavior or Internet
Service Providers (ISP’s) and observing how the networks
operate under the traffic loads at different times [2].

There are several methods to acquire packets for network
traffic analysis. The most used two methods are, NetFlow and
In-line solution. NetFlow is taking samples from the whole
traffic passing through the gateways such as Solarwinds
System [3]. The second method is In-line solution method,
which is physically inserting a network tap, duplicating, and
sending the data stream to the analyzer tool for inspection. The
inspection is done by certain technique, such as Deep Packet
Inspection (DPI) Systems.[4]
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DPI is a real-time network filtering and Internet traffic
analyzing technology that mainly works in High-Speed
network connection [5]. DPI can be implemented in the
application layer of Open System Interconnection (OSI)
model. It is called deep inspection because the inspection not
only includes the packet headers but also covers the packet
payloads [6]. “DPI technologies are intended to allow network
operators precisely to identify the origin and content of each
packet of data that passes through the networking hubs” [7].

In this paper the traffic data is gathered from the Libyan
International Telecom Co. (LITC) network, which is the main
and only internet gateway in Libya.

The gathered data has been extracted and collected using
Huawei DPI tool during different months in daily basis. The
data is collected for consecutive days for different months.
The hourly averages were calculated per day, and the daily
usage pattern in Libya was drawn. In addition, weekly data for
different seasons over a year was collected to obtain the
weekly usage pattern. All the extracted data and obtained
patterns have been investigated and analyzed to insight into
network and user’s behavior, and to be used to observe the
utilizations for the company links. Finally, the obtained results
are compared with other available previous works for other
countries.

This work is sponsored and approved and by (LITC). It
may use outcome and the results of this paper to enhance its
network and suggest new commercial offers for their clients.

II. THE LIBYAN INTERNATIONAL TELECOM CO. NETWORK

The use of internet is a main need of all people nowadays,
almost you can do everything online, such as streaming
videos, online bank services or share files. LITC is providing
the wholesale IP/data internet service, wholesale
international voice calls and cloud services to all other
organizations and ISP’s in Libya. Customers in Libya
subscribe with Internet Service Providers (ISP’s) such as
Aljeel Aljaded, and Libya Telecom and Technology (LTT)
who get their access the Internet through LITC.

The LITC international connections, shown in Figl. It has
three submarine routes connecting Libya internationally, and
each route consist of several submarine fibers pairs. In
Tripoli, there are two routes. First one Tripoli-Mazara which
is connecting Libya to Italy and used as the main link of
internet traffic. The second one connecting Tripoli to the
Europe India Gateway (EIG) submarine cable, which is
connecting Tripoli to London, Monaco, and Egypt, and used
as a backup link for the internet traffic.
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Fig 1. LITC international connections

Moreover, LITC has (Silphium) submarine cable, which is
landed in Derna city and connecting Libya to Greece. Most of
the internet traffic of LITC network is carried over the main
route (Tripoli-Mazara), which contains two 100G

links in two different wavelengths. The traffic is divided
equally between them with approximately 70% utilization of
the total capacity for each link.

The features and the information about the international
Internet traffic is monitored and inspected by Deep Packet
Inspection (DPI) tool installed in number of submarine links.

III. METHODOLOGY

The traffic of Tripoli-Mazara route is chosen for this work
since it is representing the main international route. The
gathered data is taken from one of the 100G link in this rout,
since the traffic of the two links in this route are almost
identical.

The measurements were taken every short intervals and
averaged every hour. The measurement system also gives the
peak traffic value for every hour. It has been noticed that the
shape of the daily pattern for the peek values and the average
values are the same. The only different was the numbers in the
graph. In this work, it has been focused on the hourly peak
values, since they are the most important measure in analyzing
the utilization issues.

The data under study was taken for 30 consecutive days
for three different periods of a year. And the same process has
done for each period. The reason of taken these months is to
look at the pattern at different times of the year.

During this work, the staring time of the day was taken
05:00 AM to 04:59 AM of the next day, that was taken to
make the peaks of the patterns uniform and more clear.

The monitoring and processing work done for daily basis
and weekly basis, as per the following steps:

A. Daily Basis Patterns.

- Thirty daily reports have been extracted from DPI tool for
each period.

- The peak value of traffic was taken for each hour during
a day, which represents the Daily Peak Usage Pattern
(DPUP).

- From the data of the first period, the peak values of the
first hour of each day were taken for the thirty days of the
period, and the average of these values was considered as
the peak value of the first hour of the day.

- The step above was repeated for the other 23 hours (the
2nd 31 up to the 24" hour) to obtain the average peak
values for all 24 hours of the day.
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- From these 24 average peak values, the average of DPUP
was drawn.

- This was repeated for each period under study.

- The obtained average DPUP was compared with other
available previous works.

Weekly Basis Patterns.

- Four weekly reports have been extracted from DPI tool in
each period.

- The peak values in one hour interval were taken and
drawn for the four weeks (28 days), which represents the
Weekly Peak Usage Pattern (WPUP)

- Since we have four weeks, we have four peak values for
each hour in each day of the week. These peak values
were averaged and drawn to represents the average of
WPUP.

- This was done for the three periods under study.
C. Capacity Utlization.

The utilization of the total link capacity were calculated for
each day, in order to give a clear picture to the system
capacity, which is very useful for the decision maker in the
LICT company. This was done by taking the average values
of the peaks in every day of the week and divided by the total
link capacity to get the percentage of the link utilization.

IV. LITC INTERNET TRAFFIC ANALYSIS AND RESULTS

A. Daily Peak Usage Pattern.

The DPI tool installed on one of the 100 G link of LITC
between Tripoli Mazara has used to get the traffic for three
periods, each of them consist of thirty consecutive days. These
periods were on January, June, and September. The
monitoring and analyzing process described in section III A
were implemented. And the obtained average DPUP was
presented in Fig 2. Fig 3, and Fig 4 for the three period under
the test.

Traffic{Mbps)

S oocooooooooDooo oo o
L [ = R =

Fig 2. Average daily peak usage pattern in January.

The usage patterns of the three period are similar, since all
of them have two peaks, first one occurs at the early afternoon
where the second peak occurs at late evening and early
morning. For winter season (January period) the first peak
starts at 12.30 PM up to 2.30 PM, with a peak value of just
above 50 Gbps. The second peak starts at 10.0 PM up to 1.0
AM, with a peak value around 66 Gbps.
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Fig 3. Average daily peak usage pattern in June.
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Fig 4. Average daily peak Usage Pattern in September

The usage patterns of the three period are similar, since all
of them have two peaks, first one occurs at the early afternoon
where the second peak occurs at late evening and early
morning. For winter season (January period) the first peak
starts at 12.30 PM up to 2.30 PM, with a peak value of just
above 50 Gbps. The second peak starts at 10.0 PM up to 1.0
AM, with a peak value around 66 Gbps.

For summer season (June period) the first peak comes
between 2.0 PM and 4.0 PM with peak value just above 60
Gbps, the second peak starts at 10.0 PM and stays until 1.0
AM, with a peak value around 66 Gbps, which is similar to
that in wintertime with one hour longer. This is expected,
since people in summer go to bed in later due to the hot
weather.

The fall season (September time) pattern is very similar to
summer pattern. The two peaks values, durations and
occurring times are similar to those obtained from June
measurements, as shown in Fig. 4.

In the three graphs, we can notice that the peak values dose
not exceeds 70 Gbps. That is mean the maximum link
utilization does not reach 70% of the total link capacity all
over the year.

In order to compare the obtained results with other work
results, the traffic values in Fall graph (Fig. 4) were redrawn
in Fig. 5 by making the starting time of the day 12.00 AM.
The pattern now was compared with different patterns
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obtained from another work measured in the same season
(fall) in North America and UK [9] shown in Fig 6.
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Fig 5. Daily peak usage pattern in Libya during Fall season

Comparing Fig 5 and Fig 6 we can notice the shape of the
usage behaviors are almost the same in the three countries
apart from the values of the peaks. Also, we can notice that the
peaks in the other country graphs, spatially in UK graph, are
combined and become one long peak.

North America and UK Daily Traffic

— N. A.
=i K

Utilization

Time

12:00 200 4:00 6:00 8:00 10:0012:00 2:00 400 600 £:00 10:00
AM AM AM AM AM PM PM PM PM PM  PM
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Fig 6. Daily internet traffic for North America and Europe [9].

B.  Weekly Peak Usage Pattern..

The same DPI tool is used to collect the traffic data for this
section from the same Tripoli Mazara 100 G link. Also the
data collected for three periods as well, January, June, and
September. The monitoring and analyzing process described
in section III B were implemented. And the obtained average
WPUP was presented in Fig 7. Fig 8, and Fig 9 given below.
Please not the shifting of the starting time of the day 5.00 AM
for the reason mentioned earlier in section III.

From above results we can see that the daily user behavior
during seven consecutive days is similar in Winter and Fall,
and in Summer we noticed that Friday has the least average
peak traffic values, which is a holiday, and this result can be
justified due to the Libyan social culture during Summer time,
since most of the people go outside their homes where no
internet access.
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Fig 7. Average of weekly peak usage pattern in January
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Fig 9. Average of weekly peak usage pattern in September

C. Capacity Utlization.

The link capacity utilization for the seven days of the week
were calculated as described in section III C. The results were
given in table 1 and drawn in Fig. 10.

Table 1. Table of days Vs traffic utilization

Day Utilization
Mon 77.48 %
Tue 80.13 %
Wed 80.28 %
Thu 78.09 %
Fri 68.60 %
Sat 74.95 %
Sun 73.92 %

Proceedings of the ILCICT 2022

42

90
80
70
60
50
40
30
20
10

Utilization %

Thu Sat  Sun

Day

Mon Tue Wed Fri

Fig 10. Linear graph of Average of WPUP in Summer

As shown in Figl0, the maximum link utilization of using the
internet was on the middle of the week and reaches 80%,
where the minimum link utilization during weekend, and it is
around 67 %.

V. CONCLUSION

The internet international traffic data for LITC company
was gathered for long period of time. This data was used to
model the daily and weekly usage pattern of internet. The
gathered data was obtained from Deep Packet Inspection
(DPI) tool installed on the LITC network. The obtained daily
pattern shows that there are two peaks of usage around
2:30PM and 12:00AM. Also, it has been shown that there is
no difference in the daily usage patterns over the week in all
seasons except summer, where the weekend usage was lower
slightly than working days in Summer. The results were
compared with other patterns obtained from different works
and places. The link utilization was calculated for the seven
weekdays. The value was just below 70% of the total link
capacity all over the year.
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Abstract—3D integral imaging is a true 3D imaging
technology. It offers the simplest form that is capable of recording
and replaying the true light field 3D scene in the form of a planar
intensity distribution, by employing microlens array. There is a
new world health crisis threatening the humanity with the spread
of Covid-19 (Coronavirus Disease-2019). The Covid-19 belongs to
a family of viruses that may cause various symptoms such as
pneumonia, fever, breathing difficulty, and lung infection. Real
images of Covid-19 patients confirmed by computed tomography
CT were used to segment areas of increased attenuation in the
lungs, all compatible with ground glass opacities and
consolidations. This paper describes a new method to generate an
indicative Covid-19 3D integral image models. The method is
based on a Multiprocessor Ray Tracing System including Philips
viewer, 3D slicer software and unidirectional camera.
Experimental results are extremely satisfactory and for the first
time it is proved that 3D integral images Covid-19 models
are generated through Multiprocessor ray tracing system in order
to deep monitoring and visualization to could be aid diagnosis in
the absence of RT-PCR Kkits as demonstrated. A new file format
content is created as well.

Keywords—computer  graphics, 3D integral  images,
multiprocessor ray tracing, Covid-19 pandemic, medical images
processing & visualization

L

The main idea behind this novel algorithm is to utilize the
previous work [1-5] to handle the generation of a covid-19 3D
integral image a sequence of frames , and the exploit the new
file format to prevent the distortion of the images.

INTRODUCTION

Medical applications 3D endoscopy and tomography for
direct observation and diagnosis of Covid-19 is now certain
and available application. Creation of real-time 3D covid-19
imaging system has been now achieved to open application.

Existing Radiologic Representation of pathology is limited
by its three-dimensional representation on a two-dimensional
screen. [2][6].

In this new developed method, Philips Dicom viewer, 3D
slicer packages and Multiprocessor ray tracing system are used
in order to generate a Covid-19 3D integral images model. As a
result, the new method is accomplished by adding a new
programming functions in C, C++, Java and Mathlap to
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adapted Multiprocessor ray tracing system "Tachyon" software
package, in order to easily diagnoses and observation of the
Covid-19.

The new technique for confirmed case, reconstruction in
motion and maximal intensity perspective projection do create
Covid-19 3D integral images model. 3D reconstruction
provides multiple projections with a preview of the surgical
field and study of lesion characteristics, which can help
achieve faster and safer surgery.

II.

It is possible to capture 3D integral images electronically
using a commercially available CCD array [22-38]. This form
of capture requires a high resolution CCD together with
specialised optical components to record the micro-images
fields produced by precision micro-optics. The object/scene is
recorded by a CCD placed behind the recording microlens
array through a rectangular aperture. The aperture greatly
affects the characteristics of the micro-images recorded. Since
each micro-image is an image of the object seen through the
aperture independently, its shape and size is determined by the
aperture. If the field of a sub-image is fully covered by the
image, it is said to be fully-filled, otherwise it is said to be
under-filled or over-filled.

The system will record live images in a regular block pixel
pattern. The planar intensity distribution representing an
integral image is comprised of 2D array of MxM sub-images
due to the structure of the microlens array used in the capture
and replay. Sections of such typical lens array are illustrated in
Figure 1. Different configuration patterns can be used in the
design and manufacturing of microlens arrays as shown in
figure 1. The packing density or fill factor is an important
design criterion. The hexagonal arrangement of element
microlenses has a higher capacity of the lens grid, and the
hexagonal element shape can lead to 100% packing density
without dead space [7]. These properties of the hexagonal
microlens array make it a good choice for OII.

ADVANCED INTEGRAL IMAGES SYSTEMES

The resulting 3D images are termed Omnidirection Integral
Images (OIl) and have parallax in all directions. The
rectangular aperture at the front of the camera and the regular
structure of the hexagonal microlenses array used in the
hexagonal grid (recording microlens array) gives rise to a
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regular ‘brick structure’ in the intensity distribution as
illustrated in Figure 2. Unidirectional integral images (UII) are
obtained by using a special case of the integral 3D imaging
system where 1D cylindrical microlens array is used for
capture and replay instead of a 2D array of microlenses. A
section of a cylindrical lens array is shown in Figure 3. The
resulting images contain parallax in the horizontal direction
only. Figure 4(a) shows an electronically captured
unidirectional integral 3D image and Figure 4(b) shows a
magnified section of the image. The M vertically running
bands present in the planar intensity distribution captured by
the integral 3D camera are due to the regular structure of the
1D cylindrical microlens array used in the capture process.

The replay of the 3D Integral images is achieved by placing
a microlens array on the top of the recoded planar intensity
distributions. The microlens array has to match exactly the
structure of the planar intensity distribution.

(a) Circular microlens array.
Orthogonal grid arrangement.
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(b) Circular microlens array.
Hexagonal grid arrangement.

Figure 1: Enlarged part of microlens arrays using
different configuration [8].

(®)

Figure 2: (a) Example of the nature of sub-image field.
(b) magnified section [8].

Figure 3: Diagrammatic representation of the lens array [9].
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(b)

Figure 4. An electronically captured unidirectional integral
image (a) Full (b) Magnification [8].

III.

Due to the nature of the recording process of integral
imaging, many changes the camera model used in standard ray
tracing. For lenticular sheets, each lens acts like a cylindrical
camera. A strip of pixels is associated with each lens forming a
sub-image. Each lens records a sub-image of the scene from a
different angle as shown in the Figures 5 and 6. For micro-
lenses arrays each lens acts like a square or a hexagonal
camera depending on the structure of the lenses, as shown in
Figure 7. In the lateral cross section of the lenticular or the
micro- lenses, a pinhole model is used. In the case of lenticular
sheets, the pinhole forms a straight line parallel to the axis of
the cylindrical lens in the vertical direction. For each pixel, a
primary ray is spawned. The recording path of the primary ray
draws a straight line going forward towards the image plane
and backward away from the image plane. Similar primary
rays of neighbouring lenses are spawned to similar directions
parallel to each other. Therefore highly correlated sub-images
are produced which is a property of integral imaging.

CAMERA MODEL IMPLICATIONS
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Figure 5: Top view of the modelled optical system of integral imaging

[8].
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Figure 6: Lenticular sheet model in integral ray tracer [8].
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Figure 7: Micro-lens array in integral ray tracing [8].
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The structure of the lenses and the camera model in the
integral ray tracing affects the way primary rays are spawned
as well as the spatial coherence among them.

IV. COMPUTER GENERATION OF INTEGRAL IMAGING USING
RAY TRACING

All the described properties of ray tracing can be migrated
to three-dimensional integral imaging and opens the door to
computer graphics applications that facilitate integral imaging
displays. Integral imaging increases the perception of the
photo-realism in ray tracing for the observer. Computer
generation of integral imaging has been reported in several
literatures [10-14]. Computer generation of integral imaging is
very useful where an integral image can be replayed using a
LCD monitor by overlaying it with a lenticular sheet.[19]
modelled the optical system of integral imaging and applied it
inside a ray tracing renderer. This new renderer is represented
in the work by the term integral ray tracing (IRT) [32][37]. For
both lenticular sheets and microlens arrays, each cylindrical
lens or microlens acts like a separate camera. The virtual scene
is straddling the modelled lenticular sheet as well as the image
plane as shown in Figure 3.3. In recent years several research
groups have proposed similar techniques for generating
synthetic integral images [10] [12] [14-18][32-38]. However,
most of the work concentrated on reproducing the various
physical setups to using computer generation software
packages such as TACHYON [19] and POVRAY [20].

V. ANALYSIS OF COVID-19 3D INTEGRAL IMAGES
MODELS

The following described method leads to use 3D integral
images for direct observation of Covid-19. Philips viewer
software is used to read real CT scan sequence of images /73
frames or CT images for confirmed Covid-19 case as shown in
figures 10 and 11.

This phase of the method is to load the images to a 3D
Slicer software, then use the segmentation and volume
rendering. Ultimately, the Covid-19 model is exported as *obj
file. see Figure 8. There is a problem that has been encountered
with importing the *.0b; file to an adapted multiprocessor ray
tracing system is how to except the proper format of the new
file.

The answer is to add unidirectional camera parameters to
the new scene description file see Figure 9 and [5]. Eventually,
The Covid-19, 3D integral images are generated see Figures 13,
14 and 17.

# 3D Slicer output. SPACE=LPS
mtllib right lung.mtl

v -30.9241 67.18 -938.605

v -30.2498 67.1033 -938.385

v -32.5224 67.9554 -938.655

v -31.7196 67.6447 -938.791

vn 0.626329 -0.77382 0.0944195

vn -0.401724 0.914948 0.0385832
vn -0.496852 0.866905 0.0401653
£3361//3361 4949//4949 4950//4950
£4950//4950 4949//4949 6704//6704
£4950//4950 6704//6704 6705//6705

Figure 8: * Obj file format.
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3D-Model

begin_scene

resolution 1024 768

camera

FOCALLENGTH 6.8
LENSPITCH 2.116667
LENSPIXELS 9
APERTUREDISTANCE 10.0
SIZE 38.0

ZOOM 1.0

aspectratio 1.0

antialiasing 0

raydepth 2

CENTER 4.86 7.2 5.4

VIEWDIR -0.475149 -0.703924 -0.527943
UPDIR -0.29537 -0.437585 0.84928
END CAMERA

Figure 9: unidirectional camera 3D integral images
parameters.

VI. PHLIPS DICOM VIEWER SOFTWARE

The Philips DICOM Viewer is an application that is used to
open DICOM data The application consists of a series selector
and a series viewer and supports basic image viewing
operations like playing movies and adjusting image settings.
The Philips DICOM Viewer is a read-only application [39] as
shown in Figure 10.

e
L)
Al
©
£
3
m]

Figure 10: Screenshot of Philips multimodality
DICOM viewer.

b)
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e) f)

Figure 11 (a-f) : CT images of Covid-19 obtained from a clinics and
hospitals are displayed by Philips viewer software.

K) 1)

Figure 12 (a-1): Covid-19 3D integral image
frames of lung.

a) b)

Figure 13 (a,b): Zoom in view of Covid-19 3D integral
images, camera SIZE 30.0.

o) D 2) b)

Figure 14 (a,b): Zoom in view of Covid-19 3D integral images
camera SIZE 38.0. Different positions of camera
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VII. 3D SLICER DICOM SOFTWARE

A software application for visualization and analysis of
medical image computing data sets. All commonly used data
sets are supported, such as images, segmentations, surfaces,
annotations, transformations, etc., in 2D, 3D, and 4D.
Visualization is available on desktop and in virtual reality.
Analysis includes segmentation, registration, and various
quantifications [40], as shown in Figures 15 and 16.

g) h)

a)
Figure 16 (a-h) : CT images of Covid-19 are displayed by 3D
slicer software.
L R
b) <)

Figure 15 (a-c): Cross-platform open-resource medical image processing
and visualization system of 3D slicer [40].

a) b)
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Figure 17 (a-f):different sequence of Covid-19 3D
integral image frames of lung.
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Generation of sequence of CT images
of confirmed case of COVID-19.

DICOM
import
Philips DICOM Viewer to - »
view the case of COVID-19. ~ =
Philips viewer software
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Data Datp »  Scene DICOM
files(NRRD,ST 1 1 Files
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| export to |
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P R DICOM import
DICOM 3D Slicer DICOM software package

database,
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Figure 18:Flowchart Of Novel Generation Covid-19 3D integral images.
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VIII. EXPERIMENTAL AND RESULT

The results are extremely satisfactory and for the first time
it is proved that Covid-19 images can be modeled to 3D
integral images based on adapted parallel ray tracing system.
In this paper a unidirectional integral images camera model is
adopted. A new file format is created. An example of rendered
scenes such a lung confirmed case of Covid-19 using the
multiprocessor integral imaging ray tracer is shown in Figures
13, 14, 17 and 18.

IX. CONCLUSION

This paper presents new method to allow a computer
generation of Covid-19 3D integral images modeling that
would lead to easily diagnose and surveillance this virus. In
this report, the CT images are loaded and then viewed by
commercially available software tools such as Philips viewer
and 3D slicer. The experiment was conducted on real CT scan
data of Covid-19 case provided by clinics and hospitals
achieving promising results. To my knowledge the first time
this has been achieved. For this study the Adapted
Multiprocessor ray tracing system Tachyon has been used as
render. A new Covid-19 3D integral images description scene
file format is generated.
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Abstract—Roaming is the capability of a subscriber to have
persistence of service in a visited mobile network managed by
a different operator. To achieve this persistence of connectivity,
it is necessary for operators to agree on technical, commercial
and legal aspects in what is known as a Roaming Agreement
(RA). Currently, RA negotiation uses asynchronous flow such
as email or even regular mail. The main phase in building the
RA is known as the drafting phase, which is a time-consuming
process with limited assurance and transparency on handling
the drafting events. To address the lack of transparency and
reduce the drafting time, this paper proposes a framework that
automates the process of drafting and negotiation of the RA and
enables better accessibility. The proposed framework exploits a
Natural Language Processing (NLP) engine as a starting point for
the digitalization of the negotiation process towards transparent
drafting of RAs. Extensive experiments on real RAs show the
superiority of our proposed framework in drafting the RAs
against the traditional drafting and negotiation process with
prediction accuracy over 80.0%.

Index Terms—Roaming Agreement, Natural Language Pro-
cessing, Telecommunication

I. INTRODUCTION

The roaming service maintains the persistent connectivity of
subscribers in different networks and locations. Roaming de-
scribes the capability of a subscriber to access mobile services
offered by the visited public mobile network (VPMN) through
the home public mobile network (HPMN) when roaming
outside the coverage range of the HPMN [1]. However, before
ensuring persistent connectivity in VPMN the Mobile Network
Operators (MNOs) must reach an agreement regarding the
technical, commercial and legal relationships known as the
Roaming Agreement (RA). Within the RA, three stages are
possible to establish: drafting, testing and implementation.
On the one hand, the testing and implementation phases are
straightforward as they are focused on implementing what
is agreed on in the drafting phase. On the other hand, the
drafting phase is ambiguous and involves multiple iterations
of the exchange of draft text and proposed articles between
both parties, i.e. the MNOs.

Therefore, to reduce the exerted efforts and standardize
the technical, commercial and legal aspects of the RA, the
GSM Association broadly outlines the content of such RA
in standardized form for its members [2]. In addition, many
organizations attempt to unify RAs. For example, Rocco',
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which is a company specialized in telecommunication reports
including RAs, provides a list of the most commonly used
GSMA standards. It summarizes these standards as follows
[3]: (1) AA.12 constitutes the permanent reference document;
(2) AA.13 contains the common annexes with operational
information (e.g., information on tap file, billing data, settle-
ment procedure, customer care, fraud, etc.) and (3) AA.14
involves the individual annexes containing information about
the operator (e.g., contact details of the roaming team, fraud
team, IREG team, TADIG team, etc.).

While it is true that it is not mandatory to follow the
standards proposed by the GSMA organization, according to
authoritative voices in the field of negotiating RA drafting,
most MNOs follow them strictly [4]. Therefore, the first point
to consider in the RA drafting is how far it has deviated from
the GSMA’s proposed standards. Thus, during the drafting
process of the agreement, the parties should analyze the
sub-articles contained in the GSMA standard templates. This
necessitates discretizing the bulk of the RA template and
classifying each word/clause into existing classes as follows:

1) Specify the value of certain variables that are found in
a certain text, such as dates, names of MNOs, locations
and others.

Introduce certain variations in the articles/sub-articles,
usually identified as part of the text with different
paraphrasing.

Leave an article/sub-article as found in the template (RA
draft); thereby establishing a standard clause.
Introduce completely new articles/sub-articles that re-
spond to particular interests by constituting customized
texts.

2)

3)

4)

However, the drafting of a RA goes through a complex
negotiation process in which, at present, the parties still use
asynchronous flows such as e-mail or even regular mail to
exchange the information. Thus, this traditional negotiation
process has multiple drawbacks including lack of transparency,
which can lead to violations of the RA by MNOs. In addition,
this process is laborious and time-consuming. As experts point
out, the entire process can take up to one month, depending
on the responsiveness of the MNOs [4]. Therefore, it is
necessary to provide a transparent digitalization system for
RA drafting negotiations, which guarantees transparency and
reduction of the negotiation time (which could take days or
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even weeks). Hence, this work develops a framework that
exploits the advancement in the Natural Language Processing
(NLP) discipline and uses it as an engine to digitalize legal
text. This NLP Engine constitutes the starting point for the
digitalization of the negotiation process towards a transparent
drafting of RAs. The proposed NLP approach analyzes articles
and sub-articles of RAs by determining the existence of
variables, variations, standard clauses and customized texts.
To do so, the proposed NLP Engine relies on multiple NLP
techniques such as Named Entity Recognition (NER) and Part
of Speech (POS) tagging in the drafting of RAs. A good
introduction to NLP can be found in [5].

The main contributions of this work can be summarized in
the following points: (1) Automatic accurate extraction of text
from RA PDF files (2) The use of a text similarity metric to
identify various parts of the RA (3) Breaking down articles and
sub-articles of RAs by determining the existence of variables,
variations, standard clauses and customized texts (4) Taking
advantage of Amazon’s powerful NLP engine (i.e. Amazon
Comprehend) to perform some NLP tasks in a speedy and
highly accurate manner.

The remainder of this paper is organized as follows: we
briefly review existing work in Section II and describe our
methods in detail in Section III. We then present and discuss
our results in Section V and follow it with conclusions and
ideas for future work in the last section.

II. RELATED WORK

The existing work that is related to the RAs can be catego-
rized into two main categories. The first category encompasses
work which focuses on transparent digitalization of RAs [6]-
[8], whereas the second category includes work that applies
existing NLP techniques and text processing systems [9]—-[11].

Both in the scientific literature and business environments,
there are important approaches to RA digitalization. Thus, the
work discussed in [6] proposes a dynamic RA between the
Local 5G Operator and the MNO. The interaction between the
two entities takes place through an Ethereum based platform.
Despite the contributions of this work in the RA implementa-
tion phase, the fact of performing the implementation on the
Ethereum network implies that the participating MNOs will
bear the high cost of gas fees for the transactions. Additionally,
although the authors justify the latency given that they repeated
the experiment 100 times, the proof of work nature of the
network implies drafting actions are likely to suffer congestion
at any time. An approach that focuses uniquely on the billing
of the services obtained as a result of the RA is reported in [7].
This agreement is incorporated as part of a chaincode of a
Hyperledger Fabric Blockchain (HFB) network so the work
contributes significantly to the digitalization process of the
RA, allowing for a faster, more seamless process in which
payments can be requested and obtained quickly due to less
need for manual intervention. Although this work also makes
an important contribution regarding the use of HFB in the field
of telecommunications to address problems around Managing
RAs, Inter-carrier Settlements, and Mobile Number Portability,
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its approach is one of review and proposal, however, it lacks
an implementation section that would allow demonstrating
the feasibility of the proposals. The contextualization of this
system in the business environment is proposed by important
MNGOs such as Telefonica, Deutsche Telekom, and Vodafone
which use blockchain for Roaming settlement within the
framework of the RA between the parties [8]. This proposal
is also of considerable value in the business environment,
however, its focus relates only to the implementation phase
of the RA and not to the drafting phase.

Additionally, the scientific literature addresses text process-
ing systems based on NLP techniques in domains such as
the judiciary domain. Thus, the approach introduced in [9]
addresses the process of digitalization in the judicial sec-
tors from archives of judicial records for which the authors
have designed a text analysis tool that includes grammatical
analysis of documents in English based on NLP techniques.
The proposed article also makes an important contribution
in terms of the design of the linguistic analysis based on
NLP techniques. However, it lacks formal evaluation in terms
of accuracy of NLP implementation. In addition, the work
reported in [10] applies NLP-based processing techniques for
information retrieval from spreadsheets and describes tech-
nologies for storing and retrieving database information. NLP
techniques such as sentence tokenization, word tokenization,
removing stopwords and lemmatization are part of the parsing
stage of the work. The work represents a valuable contri-
bution in terms of design and implementation of the tool,
however, it lacks demonstration of the feasibility of use, as
well as determination of the accuracy of the NLP techniques
applied. Finally, authors of [11] propose a methodology for
implementing sentiment analysis using some online services
on the Amazon cloud. This system performs an audio-to-text
transcription and then performs the processing of the obtained
text. Although the value of the contribution lies in the use
of NLP techniques from the Amazon cloud (mainly Amazon
Comprehend for text analysis), the paper lacks a formal results
section, therefore it is difficult to determine the accuracy of the
proposed tool. One key issue in this work is the errors that can
result after using audio-to-text transcription which can lead to
further errors as processing continues.

Although these studies constitute a relevant part of related
work, e.g., by integrating useful tools such as Amazon Com-
prehend or detailing the use of techniques such as tokenization,
the scientific literature does not address scenarios for the
telecommunications field and even less in the context of a
transparent digitalization of the RA. Therefore, and to the best
of our knowledge, we can affirm that our work introduces a
topic with a high degree of novelty.

III. NLP ENGINE METHODOLOGY

A. Detection and Comparison

In general, our design consists of the following two ap-
proaches (which we discuss in more detail in this section):
detection and comparison. While detection has symbols as its
basic processing unit, comparison has sub-articles as its basic
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processing unit. Detection represents the capability to detect
variables in a text file, i.e., the RA. For this purpose, Amazon
Comprehend constitutes the enabling technology of the detec-
tion approach, since it is a service that uses NLP techniques
to extract insights about the content of text documents by
recognizing entities, key phrases, language, sentiments, and
other common elements in a text [12].

Comparison represents the capability to find similarities and
differences between the sub-articles present in the RA concern-
ing the sub-articles present in the GSMA standard template.
Our comparison approach is based on text similarity [13],
since it is a resource commonly used for pattern classification,
clustering, and information retrieval problems [14]. We employ
Jaccard’s similarity, which is defined as the size of the
intersection divided by the size of the union of two sets [15].
As a result of the comparison, it is determined that while
an almost total coincidence between texts at the sub-article
level represents a standard clause, an almost null coincidence
between texts (or simply the non-existence of a sub-article
of the GSMA standard template in the RA) represents a
customized text. Thus, the intermediate case is represented by
the variation in which there is a high coincidence between sub-
articles, and the existing differences are given by the presence
of variables such as the commercial names of MNOs and
the start date of the RA. The next section integrates tools,
NLP techniques, and text processing techniques as part of the
designed methodology.

B. Designed Methodology

The flow chart in Fig. 1 is a general scheme of the
methodology designed for the NLP Engine, which will be
explained in detail below.

The starting point of the methodology is the decompression
and content extraction of PDF files (each PDF file contains
a RA). The file name is used as one of the identifiers of the
output file. The next step is to find similarities in document
texts so that headers and footers are detected to avoid unde-
sired characters. For that purpose, the mechanism used is the
detection of different font sizes and weights. Once the PDF
format has been converted to plain text and the removal of
headers, footers, and undesired characters (e.g., spaces, end-
lines) is performed (in what we call a parsing step), it is now
possible to perform both detection and comparison.

The detection phase includes a requirement associated with
the Amazon Comprehend tool regarding the number of sym-
bols to be sent via REST API (it accepts text of a small
size). For this reason, the text is segmented into pieces of
100 characters. For each character chunk the API outputs
entities, key phrases and sentiment in JavaScript Object Nota-
tion (JSON) format [12], which must be grouped and further
processed. The designed logic collects the most important
fields such as: ’BeginOffset’, ’EndOffset’, ’Score’, ’Text’,
"Type’, ’PartOfSpeech’, and *Tag’. In turn, it adds to these
the "Frequency’ field that indicates the number of appearances
of entities with the same name, i.e., the same ’Text’ field.
Once this filtering has been done, entities are sorted according
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article
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End of text
detected?

v
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populate output file |

Fig. 1. Overview of the designed methodology.

to a logic that defines their relevance degree. The designed
logic is particularized according to the type of variable to be
detected. For instance, for the name of the MNO, the ’Score’,
"Frequency’, and ’BeginOffset’ are prioritized, in addition to
verifying the number of occurrences within the key phrases.
The detected variables are stored to be used later to determine
which ones are part of the variations or customized texts.

The comparison phase begins by dividing the Roaming
Agreement first by articles and then by sub-articles. To com-
pare the divided sub-articles, the NLP engine should load
the GSMA standard template sub-articles as an additional
file. Jaccard’s similarity associates a score to the sub-article
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ID. Thus, a sub-article is considered a standard clause when
the score assigned to it is at least 0.85 (score > 0.85). In
addition, a sub-article is considered a custom text when the
score assigned to it is 0.15 at maximum (score < 0.15). Finally,
a sub-article is considered a variation if the score assigned
to it is between 0.85 and 0.15 (0.15 < score < 0.85). The
NLP engine then populates the output file. For this purpose, it
inspects whether the sub-articles have been tagged as variation
or custom texts. If this is the case, it proceeds to identify the
existing variables.

IV. SYSTEM IMPLEMENTATION

Fig. 2 shows the overall architecture of the NLP engine
integrated into a docker infrastructure that includes three
parts. The input files include the RA text file as well as the
GSMA standard templates. The processing layer includes the
logic associated with the NLP engine, i.e., the implementation
of the designed methodology. The output is a JSON file
populated with the classification of sub-articles as standard
clauses, customized texts and variations. In addition, each
article includes the set of variables it contains and each sub-
article contains the specific variable detected as long as it has
been classified as variation or customized texts.

GSMA ROAMING
TEMPLATE AGREEMENT
=)

JSON

_ NLP Engine
%

JSON

ARTICLES
CLASSIFICATION

Fig. 2. NLP Engine overall architecture.

The input and output files are accessed by the container
through Docker volumes. In addition, the NLP Engine has
been developed as a Python v3.8 based library and therefore
must be imported and run from an entry point. Although the
NLP Engine constitutes a library, it must in turn, integrate
other libraries such as boto3 [16] and PyMuPDF [17]. Boto3
is a Software Development Kit (SDK) for Python, created
and supported by Amazon Web Services (AWS). The NLP
Engine imports the specific service associated with Amazon
Comprehend. PyMuPDF constitutes another library imported
into the NLP Engine to be used for headers and footers
detection. Therefore, the docker image built for the NLP
Engine must not only install the NLP Engine library but must
also install the libraries it imports. The similarity has been
implemented in a pluggable way, therefore at code level, it is
easy to change the Jaccard’s similarity with another one, e.g.,
cosine similarity [15].
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V. DISCUSSION OF RESULTS

Our NLP Engine architecture receives PDF files as input.
Because PDF files normally consist of unstructured text, un-
desired characters may remain despite text parsing. Therefore,
it is mandatory to determine the accuracy of the results
obtained once the output JSON file has been populated. For
this purpose, two types of approaches have been conducted.
Namely, a simple inspection at the sub-article level and a
verification based on symbol comparison. The tests have been
performed on two real RA samples from the mobile operators
Proximus and Orange [18]. Each experiment is described
below and the results obtained are discussed in the same
section.

A. Accuracy based on a simple inspection at sub-article level

The first accuracy analysis consists of visually determining
(i.e. human-eye inspection) whether each sub-article of the
RA constitutes a variation, a standard clause or a customized
text concerning the GSMA standard template. The results
obtained are then compared with the values populated in the
NLP Engine output file, for the same sub-article. Considering
that the results obtained from the simple inspection represent
the observations and the values collected from the sub-articles
classification file represent the predicted values, the following
confusion matrices allow us to analyze the results for each
sample RA. The confusion matrix in Table I shows satisfactory
results for the NLP Engine’s predictive capability in terms
of accuracy (the NLP Engine correctly classifies 61 out of
72 analyzed sub-articles as standard clauses, variations or
customized texts for the Proximus sample RA). Proof of this
is the fact that the main diagonal of the matrix contains the
highest number of True classifications.

TABLE I
CONFUSION MATRIX FOR PROXIMUS ROAMING AGREEMENT.
n=72 stdClause | variation | customText
stdClause 21 3 1
variation 2 35 4
customText 0 1 5
TABLE 11
CONFUSION MATRIX FOR ORANGE ROAMING AGREEMENT.
n = 86 stdClause | variation | customText
stdClause 14 0 1
variation 1 8 0
customText 4 1 57

Table II shows satisfactory results for the NLP Engine’s
predictive capability in terms of accuracy (the NLP Engine
correctly classifies 79 out of the 86 sub-articles as standard
clauses, variations, or customized texts for the Orange sample
RA). Using the same evaluation criteria, it is observed how the
main diagonal of the confusion matrix in Table II has the high-
est number of True Classifications. Table III also summarizes
the accuracy of the NLP Engine’s sub-article classification
capability in percentage terms as standard clauses, variations
and customized texts.
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SUMMARY OF ACCURACY DETERMINATION FOR SIMPLE INSPECTION AT

TABLE III

SUB-ARTICLE LEVEL.

Proximus | Orange
stdClause 80.9% 92.9%
variation 82.9% 87.5%
customText 80.0% 91.2%

Beyond the fact that the results themselves can be con-
sidered acceptable, the other behavior to be highlighted in
Table III is the greater classification capacity into standard
clauses, variations and customized texts of the NLP Engine in
one document concerning another.

B. Accuracy determination based on symbol comparison

The second accuracy analysis involves establishing a com-
parison between the sub-articles populated in the output file
concerning the sub-articles existing in the input file containing
the real RAs. This comparison is performed at the symbol
level, considering the order of appearance of each symbol. For
that purpose, the text comparison tool Countwordsfree [19] is
used by manually copying sub-article by sub-article. For each
sub-article, the following values are determined:

1) Common percentage of symbols between compared sub-
articles.

Difference in percentage of symbols between compared
sub-articles.

Common symbols between compared sub-articles.
Difference symbols between compared sub-articles.

2)

3)
4)

Fig. 3. Common percentage of symbols for Proximus Roaming Agreement.

The illustrated radar charts allow us to analyze the results
for each RA. The radar chart contains in the inner radius
the common percentage of symbols between compared sub-
articles and in the outer radius the identifier of the compared
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sub-article, i.e., the sub-articles contained in the output file.
Fig. 3 shows a comparison in terms of the common percentage
of symbols between compared sub-articles for the Proximus
sample RA. The conclusion that can be reached by simple
inspection is that only 11 out of the 72, i.e., 84.7% of the
analyzed sub-articles are affected, mostly by the introduction
of undesired characters when the output file was populated.
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Fig. 4. NLP Engine overall architecture for Orange Roaming Agreement.

Similarly, Fig. 4 shows a comparison in terms of the com-
mon percentage of symbols between the sub-articles compared
for the Orange sample RA. In this case, only 7 of the 86,
i.e., 91.9% of the analyzed sub-articles are affected by the
introduction of undesired characters when the output file is
populated, thus improving the results obtained regarding the
RA Proximus sample.

VI. CONCLUSIONS

The designed NLP-based methodology presented in this
paper digitizes the RA by accurately extracting its contents and
classifying its sub-articles as standard clauses, variations and
customized texts. The test phase allows to evaluate the results
obtained from two types of experiments conducted to measure
the accuracy to establish that on the one hand, the accuracy
determination based on a simple inspection at sub-article
level determines for the first sample roaming agreement, and
accuracy of 80.9% in the classification of standard clauses,
an accuracy of 82.9% in the classification of variations and
accuracy of 80% in the classification of customized texts.
These results are improved for the second sample RA with an
accuracy of 92.9% in the classification of standard clauses,
an accuracy of 87.5% in the classification of variations and
an accuracy of 91.2% in the classification of custom texts. On
the other hand, the determination of the accuracy based on
the comparison of symbols determines for the first roaming
agreement sample, an accuracy of 84.7% of the total of 72
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analyzed sub-articles with a common percentage of favorable
symbols. This result is also improved for the second roaming
agreement sample with an accuracy of 91.9% of the total of 86
sub-articles analyzed with a common percentage of favorable
symbols. Therefore, the results demonstrate the feasibility of
applying the proposed methodology. As part of a process of
continuous improvement of the designed methodology within
future research lines we aim to conduct other accuracy tests
applying other text similarity types, such as cosine similarity,
to improve the results obtained.

The proposed NLP Engine represents the starting point (i.e.
the first module) of a project that primarily aims to transform
the current Telecommunication Roaming Agreement drafting
and negotiation process into a digitalized version based on
the transparency promoted by blockchain technology. Future
research can include the design, development, and evaluation
of the rest of the sub-modules that mainly include the smart
contracts that automate the negotiation process, as well as the
integration with the developed NLP Engine.
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Abstract— The increasing use of mobile phones plays a major
impact on escalating people's interactions more than ever
before, Libya is no exception. The scope of this study focuses
on understanding users' behavior and studying the possibility
to use graph databases to analyze Call Data Records- CDR. We
propose a new model to show how graph technologies can be
used to analyze CDR to highlight the social behavior of mobile
subscribers. This is achieved by using an unsupervised
procedure of data analysis and not including the model by any
prior knowledge on the applicative context. Data mining
outcomes are thus employed for understanding users'
behaviors, and present a profile of their characteristics.

Keywords— CDR, Social behavior, neo4j technology, Call.

L INTRODUCTION

Population censuses have been widely used in the past
for keeping track of the demography and geographical
movements of the population [7]. Nowadays, due to short
term and everyday mobility, more flexible methods such as
registers and indirect databases are employed: CDRs
represent an optimal candidate in this sense. One of their
main advantages is that they offer a statistically accurate
representation of the distribution of people in an area, and
they can be used to track large and heterogeneous groups of
people [2]. Since CDRs evolve according to the changes of
user’s behavior, the information they carry “automatically”
updates over time. Telecom operators continuously gather a
huge quantity of CDRs, from which it is possible to extract
additional information with low additional costs, and
generate valuable datasets. Analysis of CDR data can
successfully be employed in various fields, like monitoring
the network, adaptation of supplied services (e.g. customers’
billing, network planning) and understanding of the
economic level of a certain area. [8].

Neo4j is a Java-based graph database that is open-
source. Neodj's creators describe it as a fully transactional
database with a persistent Java engine that allows structures
to be stored as graphs rather than tables . Neo4j is widely
recognized as the most popular and widely used graph
database in the world, with the greatest reference area [1].
The purpose of this research is to examine the
characteristics of user behavior using CDR and Neo4j
technology. Particularly, Analyzing the social characteristics
of a five-month CDR related with Almadar Aljadeed's
subscribers. This study's scope is determined by observing
subscribers' call activity on a daily basis, subscribers' call
activity during the week (working days versus holidays),
and overall user behavior over a five-month period. This
would aid in identifying peak call times on a daily/weekly
basis, as well as where in Wadi Ashati users made more in-
calls/text messages and spent longer call duration.

Proceedings of the ILCICT 2022

60

Salwa Ali
dept. Network and Communication
Sebha University
Sebha, Libya
sal.alil @sebhau.edu.ly

IL. BACKGROUND

A. Call Detail Records ( CDR )

The cellular (mobile) telephone system is now an
established technology. Digital systems have largely
superseded older analog systems, and practically all systems
now employ the Global System for Mobile-GSM 2G and 3G
standards, as well 4G standards. As a result, the
infrastructure and operating systems of most mobile phone
networks are comparable. Each mobile phone network
records and uses information on individual users' phone
calls so that they can be billed (or can be debited from a
prepaid account). Although the content of a voice or SMS
call is not stored, the GSM standard requires that the basic
details about the call (also referred to as "metadata") be
recorded in the form of a call detail record (CDR). The call
and connection made, the time and duration of the call, the
use of various services (such as SMS), and the location ID
of the cell in use are all included in these records [3]. This
description is expanded in the current CDR by include, for
example. The connection identifier, the identifier of the
caller's base station (BTS), the identifier of the service used,
the connection status, and the error code (if any)[6].

Furthermore, the CDR usually has a spatial and temporal
resolution, allowing researchers to investigate user behavior
by studying CDR data; nevertheless, the CDR is not totally
standardized, and will vary depending on the operator,
system software provider, and system setup. According to
research based on extensive call records, an individual's
personality can be deduced from their mobile phone usage
pattern [13]. Figure 1 shows the construction of CDR.
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Fig. 1. CDR Construction

B. Graph Database

Graph databases are databases that store data structures
that are graph orientated [12]. A graph is a representation of
a set of items in which links connect some pairs of objects.
Each node represents an entity (a person, place, thing,
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category, or other piece of data), and each relationship
describes how two nodes are connected [15]. A graph is a
representation of a set of objects where some pairs of
objects are connected by links. It is composed of two
elements: a node and a relationship, where each node
represents an entity (a person, place, thing, category or other
piece of data), and each relationship represents how two
nodes are associated[10].

1) Neo4j Technology

Neo4j is a Java and Scala-based open-source NoSQL
graph database that provides Atomicity, Consistency,
Isolation, and Durability (ACID). Neo4j technology has a
number of advantages, including the ability to scale to
billions of nodes and relationships, as well as a simple
user interface and copious free internet resources. In
addition, Neo4j has a large technical support
community[11]. Furthermore, when large amounts of
interconnected data must be drawn, Neo4j is the ideal
option. The reason being Neo4j is much faster than
traditional databases and it analyzes and traverses all
data in real time. Additionally, Neo4j provides an
effective graph experience by traversing millions of
nodes in milliseconds [12]. For technical support, Neo4j
has a large community. Furthermore, when large
amounts of interconnected data must be drawn, Neo4;j is
the ideal option. Because Neo4;j is faster than traditional
databases and analyzes and traverses all data in real
time, it is a good choice. Furthermore, Neo4j provides an
effective graph experience by traversing millions of
nodes in milliseconds [6].

2) Cypher Query:

Cypher is an expressive (yet compact) graph
database query language. Cypher is designed to be easily
read and understood by developers, database
professionals, and business stakeholders. Its ease of use
derives from the fact that it is in accord with the way we
intuitively describe graphs using diagrams [11]. Cypher
enables a user (or an application acting on behalf of a
user) to ask the database to find data that matches a
specific pattern [10].

C. Wadi Ashatii Distric:

Wadi al Shati, sometimes referred to as Ashati, is one of
the districts of Libya in the central-west part of the country.
The Depression extends eastward from the city of Ashkeda
to the city of Ideary in the west, a distance of about 140
kilometers in the west. According to estimates, by 2020, the
total population of the region was 157,747 with 150,353
Libyans. Figure 2 shows the location of Wadi Ashatii
district in Libya Map.
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Fig. 2. Wadi Ashatii District

D. Social behavior

Mobile phones are becoming more and more
ubiquitous and powerful. Its ability to record
information about call activity provides a unique
opportunity to specify how such information could be
used to shape people's call response behavior in call logs
(e.g. specific time of call, date of call, type of call,
duration of call) [5]. In terms of social behavior, Social
behavior of mobile phone users describes social
interactions and activity patterns. Social interactions,
which mostly take two forms: temporal and spatial,
involve features that represent user’s interactions and
their activities with other individuals. Call log data can
show temporal interaction whereas Bluetooth data can
reveal spatial interaction. Activity patterns; however, are
related to the spatial area of the daily activities of users
such as GPS, WLAN data [9].

III. METHODOLOGY

This study is conducted to investigate the social
behavior of mobile phone users in the Wadi Ashati
district based on CDR and Neo4j technology. Relevant
analysis on subscribers' activity is performed so that
demographic characteristics could be identified. The
Almadar Aljadeed based CDR undergoes a preparation
process to represent the subscribers' data during five
months . This is followed by a coding stage using Python.
Subsequently, users' characteristics could easily be
acknowledged. The data would then be processed in the
Neo4j Program ,where suitable queries are applied using
Cipher queries. The following figure (Fig. 3) depicts the
graph model that represents a CDR record. It illustrates
how the CDR features are represented in the graph.
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Fig. 3. Architecture of model

A. CDR

The CDR describe the metadata each
telecommunication event including the phone numbers
of a caller and receiver, the start date and time of an
event and the duration. Current CDRs expand this
description by adding for e.g. the identifier of a
connection, the identifier of a Base Transceiver Station
(BTS) used by the caller, an identifier of a service used
[6]. The data related to mobile phone activity of
AMADAR operator was collected over a period of five
months in 2017, where the city of Wadi Ashati was
selected as a desired area for investigation. As can be
seen from Figure 4, the area of analysis is divided into
three different subareas, named A, B and C.

e\

Fig. 4. Regions of Wadi Ashatii

of

We investigated the CDR based on aggregated features
within the predefined areas over a five month period . such
features includes: the overall in-calls, text messages and call
duration . The following table reveals the number of BTS in
subareas.

Table 1: number of BTS per Area

Area BTS.no
A 12
B 5
C 7
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B. Data Preparation

The CDR data used in this investigation belongs to
Almadar Aljadid operator, where the records were collected
over a period of five months( from February 2017 to June
2017). Around 52 million records were found in every daily
file, and this results in difficulties in conducting data
preparation. In order to deal with this problem, we divide
the file to 152 separate sub files using the Python language,
each of which contains million records. This could help in
implementing the first stage with all the required steps to
perform data preparation.

C. Data Understanding

This phase is necessary in order to extract relevant data
for the analysis. It entails a number of tasks, beginning with
the selection of appropriate fields from the CDR, followed
by an examination of the contained values and an evaluation
of their significance for the study. In this study , the CDR
records had 73 different fields, some of which were
discovered to be null; others, however, had duplicated data,
such as the caller's number or the recipient's number, and
occasionally the duration of the calls..

D. Data Selection

The data field selection process is crucial, and requires great
knowledge and experience to select useful and robust
features. The fields have been chosen based on studying
normal behavior of users including :caller numbers;
recipient numbers; caller location; call duration and calls'
type(voice call or an SMS message), Figure 5 reveals the
result of execution of the code. Only useful data is produced
including call time, calling number, called number, location
of calling number, location of called number, call duration,
exchange and type of services.

E. Data Preprocessing

This step requires more attention to set the data in a
suitable form to be processed into the Neo4j software, and
perform relevant queries. It consists of: formatting data;
selecting suitable fields for the study; deleting spaces and
duplication; eliminating irrelevant data within the selected
fields and lastly putting data in a final form. Figure 5
indicates the data preprocessing steps.

Fig. 5. Data Preprocessing [12]

As the CDR records are imported into a histogram
database, we have created a number of queries to discover
the abnormal behavior. the behavior is considered as
abnormal if the user's behavior was significantly different
from their regular behavior .The following are scenarios that
could be considered for social behavior in the predefined
sub-areas:
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1) In-call based behavior
In this scenario, we will define the location of users who
make more in-calls .Hence, the result highlights a place
where users have a broad social network and strong
relationship with others.

2)  SMS based behavior

This scenario highlights a location where educated
people use more text messages, while less educated users
reside in locations with low SMS rate.

3)  Duration call based behavior

In this scenario, we will check whereabouts users
make long call duration in order to determine the location of
more talkative subscribers.

IV. RUNNING MODEL

In order to study the behavior of subscribers, it is crucial
to build a model for the data prior to being imported. There
are various methods to import data in Neo4j, but the most
common way is by uploading the data as a csv file. Load
CSV operator, which is used for small/medium size
datasets(up to 10 million records) is built into Neo4j.The
data import process consists of two main steps; the first step
is identifying the graph pattern representing the phone call.
This step is critical because identifying unique phone
numbers and their relationships in tabular data is hard and
sophisticated. To perform the first step, we utilize phone
calls data to build a graph where the phone numbers are
connected by phone calls. Figure 6 eclucidates the graph
pattern of phone calls. It is apparent that a single phone
call connects together four entities: 2 phone owners, a
location (the cell site, the caller was next to when he/she
initiated the call), a city and its surrounding regions.

Exchange R
Calling Location Called Location

( ()
- -

{ )

4 4 4
| | |

Made-Call Recieved-Call

Calling Number Type of Sehyices Called Number

(call)

Duration

Fig. 6. Graph model to represent the phone calls.

As the data related to subscribers' identity is not shown
in the CDR, the model is built based on the spreadsheet
data . To store our graph, we will use Neo4j, a popular
graph database. The next step to build our model is Using
query language (cypher query) to fill in CDR data in neo4;.
As mentioned earlier, Neo4j has a language called Cypher
that makes it easy to import csv files. Figure 7 demonstrates
a sample of transforming the CDR data into a Neo4;j graph.
The code transforms the original table into a new table using
Neo4;.

CREATE (CallinNode)-[:Made_Call]->(CALL)-[:received_call]->(CalledNode),
()-[:FRM_BTS]->(CallinNode), (g)-[:TO_BTS]->(CalledNode).

CREATE (CallinNode)-[:Made_Call]->(CALL)-[:received_call]->(CalledNode),
(Exchange)-[:FROM]->(CALL), (s)-[:DURATION]->(CALL).

Fig .7. A sample code of CDR transformation
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V. RESULT AND DISCUSSION

This section describes the outcome of our analysis on the
CDR related to subscribers in the city of Wadi Ashati. It is
assured that the proportion of Almadar Aljadeed-based SIM
making calls/text messages in Wadi Ashati during the
investigation period was approximately 6% of the overall
officially recorded Almadar Aljadeed- based SIM in Libya .
Surprisingly, the latest records of Libyans population
showed that 1.8 % of total populations reside in Wadi
Ashati. Therefore, it is estimated that the number of SIM
cards exceeds the actual number of Libyan subscribers and
thus more emigrants reside in Wadi Ashati. As we divided
the city to three different sub-areas, the analysis could
determine which sub-area is more likely to make more in-
calls, text message making calls/SMS .

Figure 8 demonstrates the rate of in-calls within the
predefined sub-areas. Our result showed that the Almadar
Aljadeed subscribers within the city of Wadi Ashati made
about 6% of overall in-calls in Libya. It is worth noting that
users in sub-area B are more likely to make in-calls-
approximately 45% of total calls in Wadi Ashati, was made
by users in region B. This reflects B as an actively central
area in the city where the social network is wide enough for
subscribers to reach more contacts.

InCall Value
“%,

Region B
12209345

[
o

A

Fig.8. In-calls rate in sub- areas

Figure 9 illustrates the rate of text messages made by
subscribers in the sub-areas A, B and C. Only 5% of total
SMS had been sent by users in sub-area B. The lowest rate
of text-messages in sub-area B highlights the level of
educated people in this sub-area compared to other
locations. When it comes to subscribers' characteristics, this
group has a preference for phone-calls over text-messages.
Considering the previous figure, it is noteworthy that higher
rate of in-calls in sub-area B might result in the network
being busy most of the time in which people would send
SMS as an alternative way to reach their contacts. The rate
of text messages for both sub-area A and C shows relatively
similar behavior. As can be noticed from the figure, sub-
area A and C are also considered the most places in Wadi
Ashati where subscribers have a tendency to text-messages
more than other users (about 47% and 48% of total text-
messages in Wadi Ashati were sent from sub-area A and C
respectively). This undeniably confirms that more educated
people in Wadi Ashati are resided in these locations
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Fig.9. Rate SMS in sub-areas

Figure 10 reveals the rate of total local in-calls made by
users in the sub-area A, B and C. half of total in-calls
within the sub-area C were made locally inside the district.
Additionally, our analysis highlights C the most sub-area in
Wadi Ashat that makes in-calls to the main BTS in Tripoli.
This also confirms C the most place in Wadi Ashat where
residents have strong tie relationships. This finding could be
an indicator to consider this location to have more talkative
subscribers. Such results would definitely help decision
makers to target relevant users for special offers; thereby,
rising their profits. Nevertheless, the rate of overall local in-
calls in both sub-area A and B was recorded at 43% and
62% respectively.

Rate of local calls-Sebha

70.00%
60.00%
50,008
40,005
30.008%
20.00%
10.00%
0.005

= Rateof local calls-
Sebha

Fig. 10. Rate of local calls in sub-areas

With regard to the duration of calls, the sub-area A presents
the highest rate of average duration call-reaching 23 minutes
and 21 seconds. Considering our previous results, the Sub-
area A recorded the highest rate of call duration despites the
fact that the percentage of subscribers' local call was low.
This means that residents had higher social relationships
with people outside the city.

What is more, it was found that mobile phone activities
varied according to usage time. Based on our analysis of the
CDR on working days, the rush time of mobile activity was
recorded at (12pm- 3pm). Following this, the midnight time
between 11pm and lam. This outcome indicates that the
city is less active than the average of normal levels

VI CONCLUSION AND FUTURE WORK

This study examined the CDR related to the Almadar
Aljadeed subscribers over a period of five months. The
CDR underwent a preparation process in order to highlight
mobile phone activities within Wadi Ashati District.
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Relevant queries were implemented using Cipher queries
with the neo4j software. The findings were highlighted
based on the analysis of subscribers' activity in three
different sub-area within Wadi Ashati. The mobile phone
features of interest included rush time, in-call rate, calls and
text messages rate. Our result defined the location of high-
level educated users based on text messages activity. The
outcome also confirmed the correlation between call
duration and subscribers' characteristics. This would assist
the network operators to target a specific group of users for
special offers. Future works could analyze social
characteristics of subscribers in urban and rural areas.
Further studies are also recommended to examine the CDR
of different cities and compare their social behavior with
total population.
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Abstract—Pneumonia is a contagious lung illness brought
on by tiny organisms. Pneumonia is caused by transmissible
microorganisms, which means it may spread from person to
person. It is still the leading infectious illness Kkiller of children
under the age of five. Microbiology testing may be dishonestly
negative or, as is usually the case with patients who are contin-
ually ventilated, may be mistakenly certain due to continuous
colonization of the respiratory system with bacteria. In recent
years, artificial intelligence and deep learning have become
increasingly popular in medicine. The use of deep learning in the
analysis of medical images improves consistency and increases
reporting accuracy. The study presented in this paper uses a
convolutional neural network to construct a processing model
to aid in the classification challenge of determining whether a
chest X-ray exhibits alterations associated with pneumonia or
not. As the model trains, the accuracy improves and the loss
reduces. Dropout regularization and data augmentation are used
to prevent overfitting. Thus, the suggested deep learning models
produce efficient and convincing findings.

Index Terms—Artificial Intelligence, Convolutional Neural Net-
works, Deep Learning

I. INTRODUCTION

Pneumonia is a disease that can strike at any time in a
person’s life. Pneumonia is caused by microorganisms and
viruses. it affects nearly 200 million people worldwide, with
100 million adults and another 100 million children under
the age of five. Each year, approximately 4 million people
die prematurely as a result of air pollution diseases such as
pneumonia, according to World Health Organization statistics.
Pneumonia has a greater impact in low-income countries,
where it is the leading cause of mortality and when access
to diagnostic and therapeutic offices is limited. Because of
several factors including imprecise X-ray images or confusion
with different disorders, the diagnosis may not always be
particularly successful. On the other hand, analyzing X-ray
images can be tedious, time-consuming, and difficult without
access to specialized expertise, which may not be available
in smaller towns. As a result, computer-aided diagnostics
(CAD) enters the images. CAD has emerged as the most
credible method for detecting breast cancer, lung cancer, and
pneumonia [4].

According to current studies, deep learning, particularly, con-
volutional neural network (CNN), has emerged as the most
acclaimed technique for image classification [1,2,10]. Deep
learning has the ability to reshape illness diagnosis by creating
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a classification model that can identify images, which is a
difficult challenge even for professional radiologists [3].

This research presents a methodology for the classification
of pneumonia based on chest X-ray images. Several chest X-
ray images were classified as normal or pneumonia by a
few artificial CNNs. The dataset must be divided into three
phases for training: train, test, and validation. The training
dataset includes 5856 chest X-ray images, the test dataset
includes 624 images, and the validation dataset includes 16
images. The binary classifiers are used in our research. The
binary classifier is divided into two groups: 0 (the default) and
1(abnormal). Patients with pneumonia fall into the category of
class 1, whereas those who are normal fall into the category
of class 0. We want to build a deep learning classifier model
that can categorize the images we give it as input images, and
once trained, the classifier will be able to distinguish between
those images. Finally, we will validate and test the model. Our
model has an accuracy of 92%.

II. RELATED WORK

For many years, the identification of pneumonia using chest
X-rays has been an open subject [15, 16], with the primary
constraint being a lack of publicly available data. Traditional
machine learning approaches have been widely researched.
Chandra et al. [17] derived eight statistical variables from lung
areas segmented from chest X-ray images and utilized them
to categorize them. They used five standard classifiers: MLP,
random forest, sequential minimum optimization (SMO), clas-
sification by regression, and logistic regression. They tested
their approach on 412 photos and attained an accuracy rate of
95.39% using the MLP classifier. Kuo et al. [18] investigated
11 characteristics to diagnose pneumonia in 185 individuals
with schizophrenia. They used these characteristics in a variety
of regression and classification models, including decision
trees, support vector machines, and logistic regression, and
then compared the results. Using a decision tree classifier, they
attained the greatest accuracy rate, 94.5%; the other models
fell short by huge percentages. Yue et al. [19] employed
six characteristics to diagnose pneumonia in chest CT scan
images of 52 patients, with a best AUC value of 97. These
strategies, however, are not generalizable and were tested
on tiny datasets. Unlike machine learning algorithms, which
require handcrafted features to be extracted and selected for

27-30 /3 /2022, Tripoli, Libya


mailto:walid.tajuri@gmail.com
mailto:alid.tajuri@gmail.com

classification or segmentation [20,21], deep learning-based
methods perform end-to-end classification [22,23], in which
relevant and informative features are automatically extracted
and classified from input data. CNNs are popular for image
data categorization because they automatically extract trans-
lationally invariant features from the input images and filters.
CNNs are transcriptionally invariant and outperform machine
learning and classical image processing approaches in image
classification tasks, making them popular among academics.
Sharma et al. [24] and Stephen et al. [25] developed basic
CNN architectures for pneumonic chest X-ray image catego-
rization. To compensate for the scarcity of data, they employed
data augmentation. On the dataset supplied by Kermany et
al. [26] Sharma et al. acquired a 90.68% accuracy rate while
Stephen et al. obtained a 93.73% accuracy rate. However, data
augmentation only supplies a limited quantity of additional
information from which CNNs may learn, and so may not
considerably improve their performance. Rajpukar et al. [27]
employed the DenseNet-121 CNN model for pneumonia clas-
sification but only got a 76.8% fl-score. They thought that
the lack of patient history was a key contributor to the poor
performance of both their deep learning model and the radiol-
ogists with whom they compared the method’s performance.
Janizek et al. [28] suggested an adversarial optimization-based
method for removing model reliance on dataset source and
producing robust predictions. They got a 74.7% AUC in the
source domain and a 73.9% AUC in the target domain. Zhang
et al. [29] suggested a confidence-aware module for detecting
abnormalities in lung X-ray images, treating the detection job
as a one-class issue (determining only the anomalies). On their
dataset, they obtained an AUC of 83.61%. Tuncer et al. [30]
employed a machine learning-based strategy in which they
performed the fuzzy tree modification to the photos before
dividing them into exemplars. The features were then retrieved
using a multikernel local binary pattern, and the data were
classed using standard classifiers. They tested the approach
on a small dataset of COVID-19 and pneumonia samples
and discovered that it had a 97.01% accuracy rate. Transfer
learning, in which information learned from a big dataset is
applied to fine-tune the model on a current small dataset,
is now a popular strategy for addressing the data scarcity
issue in biomedical image classification problems. Recently,
Wang et al. [31], Chaudhary and Pachori [32], Ibrahim et al.
[33], and Zubair et al. [34] employed solely transfer learning
techniques to classify pneumonia using various CNN models
pre-trained on ImageNet [35] data. The majority of cutting-
edge deep learning algorithms for pneumonia diagnosis rely
on a single CNN model. Ensemble learning [36,37] fuses the
judgments made by many CNN models, effectively combining
the prominent characteristics of all its base models in the
ensemble model, gathering complementing information from
the distinct classifiers, and providing a more robust conclusion.
This paradigm has received little attention in respect to the
pneumonia detection challenge. Jaiswal et al. [38] employed
a mask region-based CNN for pneumonia trace identification
through segmentation, using a detector RetinaNet and Se-
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ResNext101 encoders. For images thresholding, an ensemble
model comprised of ResNet-50 and ResNet-101 was used.
Gabruseva et al. [39] suggested a deep learning architecture
based on a single-shot for the localisation of pulmonary opac-
ity. During the training phase, they performed an ensemble
of several checkpoints (snapshot ensembling) and achieved
a mean average precision (mAP) of 0.26 over several inter-
section over union thresholds, one of the best results in the
Radiological Society of North America (RSNA) Pneumonia
Detection Challenge. Pan et al. [40] employed an ensemble
of the Inception-ResNet v2, XceptionNet, and DenseNet-169
models for pneumonia diagnosis and attained the best result in
the challenge, a mAP value of 0.33, on the same test. To the
best of our knowledge, ensemble models have not been utilized
for classification tasks in the pneumonia detection issue, and
in this work, we employed ensemble learning for the first
time in this domain to classify lung X-rays into "Pneumonia”
and “Normal” classes. Three cutting-edge CNN models with
transfer learning, GoogleNet, ResNet-18, and DenseNet-121,
were utilized to construct the ensemble utilizing a weighted
average probability strategy with a unique approach to weight
allocation. This study ameliorates the problem of poor image
resolution and enhances model performance by avoiding the
well-known over-fitting effect on model performance.

I11.
A. The Dataset

The dataset used for this study was provided by the
Guangzhou Centre for Obstetrics and Gynecology[5]. The data
set includes 5856 chest X-rays. It is divided into three parts:
Train, Val, and Test, which are used as training, validation,
and test data. In this study, 80% of the images are used as
training data, 10% as validation data, and 10% as test data.
Each of these three sections contains two sub-folders with
images diagnosed as pneumonia or normal. The number of
images of both categories (normal and pneumonia) in the train,
test and Val dataset are:

MATERIALS AND METHODS

TABLE 1
THE NUMBER OF IMAGES BELONGING TO BOTH CLASSES
Dataset Type | Normal | Pneumonia
Training 1341 3875
Test 234 390
Validation 8 8

These images are of high quality and vary in size, but
were then resized to train the model. Figure 1 shows several
examples of X-ray images and their corresponding labels.

B. Dataset Preparation

Usually, the first step in building a model is to pre-process
the data we input. The original images are RGB, but in this
experiment, they are scaled to a size of 200 x 200 pixels. Then
normalize the pixel density value by dividing the pixel value
by 255. In this way, the pixels in the image are represented by
floating-point numbers between 0 and 1, rather than integers
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Normal Bacterial Pneumonia Viral Pneumonia

Fig. 1. Several examples of X-ray images and their corresponding.

between 0 and 255. This should have a positive impact on
CNN performance [6].

C. Convolutional Neural Network and Tools Selection

In general, artificial intelligence is an information process-

ing paradigm that attempts to replicate the human brain. CNNs
represents an enormous breakthrough in image recognition
and classification, where they’re most ordinarily used. They
contain few layers, like input, output and between them, there
are hidden layers. These hidden layers do the foremost add
terms of calculation. Convolutional layers are found within
the hidden layers [4], [7].
Hidden layers also can accommodate pooling layers and fully
connected layers. The convolutional layer is the most critical
building element of a CNN [9]. This is often referred to as a
feature detector or a feature extractor. Convolutional scans a
given image using a kernel matrix and applies filters to get a
certain effect. In artificial intelligence, parts are used to include
extraction to choose the most significant pixels in an image.
Each neuron in the convolutional layer is only connected to
a small number of neurons in the convolutional layer that
follows [7]. This type of architecture allows the network
structure to concentrate on a tiny low-level characteristic in the
first hidden layer, then aggregate it into higher-level features
in the next hidden layer, and so on [7]. Pooling layers are
used after the convolutional layer to decrease the size of the
input images without losing any critical information. This
is done to decrease the computational cost as well as the
amount of memory used. Pooling causes the model to sum
up by avoiding overfitting and improves computing efficiency
while preserving the highlights. In our studies, we utilized
the ReLU activation function because the feature map’s non-
linearity necessitates the employment of ReLU layers It also
makes feature maps sparser, and performs well in deep neural
networks, owing to the fact that it does not saturate for positive
values and is quick to calculate. If the values in the feature map
are less than zero, they are set to zero; however, if the values
are larger than zero, the same value is passed. In addition, a
dropout approach was utilized in the model construction to
improve performance. Dropout is a method in which certain
neurons are shut off at random and are not used for that
iteration. The building blocks of a classical CNN model is
illustrated in Figures 2.
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Fig. 2. Building blocks of a classical CNN model(Sultana et al., 2018).

IV. ENVIRONMENT IMPLEMENTATION

The CNN model was done with Python programming and
libraries such (Sklearn, Matplotlib, Keras, TensorFlow, and
NumPy) [15]. The training and testing of the model were
performed on google colab.

V. RESULT ANALYSIS

The CNN model for identifying pneumonia patients using
X-ray images is presented in this work. To train and evaluate
the models, a higher number of X-ray images were gathered.
Dropout was employed for regularization, and a balance
between too much and not enough network capacity was
obtained. The influence of critical hyperparameters such as
batch size, number of convolutional layers, activation function,
image resolution, the size of each layer, number of epochs,
learning rate, and neurons in the dense layer were investigated
using recent deep learning approaches.

Transfer learning approaches such as those used by Wang et
al. (2020) achieved 93,3 percent accuracy using a pre-trained
model based on ImageNet and 11,75 million parameters, while
Chaudhary and Pachori (2020) achieved 98,3 percent accuracy
using 750 total images but without specifying the network
capacity, trainable parameters, or computational complexity
for the final model. Because of the large network capacity
(million parameters) compared to the tiny number of X-ray
images, the generated results are biased and overfitted in
all of these circumstances. The pre-trained models had little
resemblance to X-ray images and required extensive fine-
tuning to make them relevant to the situation at hand, however
this resulted in models with excess capacity relative to sample
size. Another disadvantage of these technologies is that they
result in highly large and heavy models, making them difficult
to deploy on devices with limited capacity. Other non-transfer
learning approaches, such as Tuncer et al. (2021), achieved
98,08 percent accuracy with 17 convolutional layers and 164
million parameters. The model’s network capacity or trainable
parameters are not mentioned.

Most earlier studies did not execute the hyperparameter opti-
mization procedure in a thorough and automated manner, as
this study does. In this research, we got the best outcome
when trained for 60 epochs, the trained model produced
outstanding results. The accuracy score was 0.9230, and the
training loss was 0.2317 as a consequence. The training loss is
greatly reduced as a result of data augmentation and dropout
regularization, which allows the model to learn better with
greater variance of images rather than relying on weights
to remember the data. Furthermore,the network capacity was
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adjusted to only 3,453,634 parameters. Figure 3 shows the
summary impression of the CNN model used for the experi-
ments described in this study.

° model. summary ()

[» Model: "sequential”
Layer (type) Output Shape Param #
conv2d (Conv2D) (None, 148, 148, 32) 896
max_pooling2d (MaxPooling2D) (None, 74, 74, 32) ]
conv2d_1 (Conv2D) (None, 72, 72, 64) 18496
max_pooling2d_1 (MaxPooling2 (None, 36, 36, 64) ]
conv2d_2 (Conv2D) (None, 34, 34, 128) 73856
max_pooling2d_2 (MaxPooling2 (None, 17, 17, 128) ]
conv2d_3 (Conv2D) (None, 15, 15, 128) 147584
max_pooling2d_3 (MaxPooling2 (None, 7, 7, 128) [}
dropout (Dropout) (None, 7, 7, 128) [}
flatten (Flatten) (None, 6272) [}
dense (Dense) (None, 512) 3211776
dense_1 (Dense) (None, 2) 1026

Total params: 3,453,634
Trainable params: 3,453,634
Non-trainable params: @

Fig. 3. Model Summary.
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Fig. 4. Training and validation accuracy.

VI. CONCLUSION

In medicine, deep learning plays an important role in
diagnosing diseases such as lung cancer, pneumonia, and
breast cancer. The aim of our project is to diagnose chest X-
ray pneumonia using CNNs. The proposed CNN model was
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Fig. 5. Training and validation loss.

result = model.evaluate_generator(test_data_gen, steps=len(test_data_gen), verbose=1)
print(‘Loss:', result[e])

print(‘Accuracy: ', result[1])

777 [ loss: ©.2318 -
Loss: ©.23177196085453033

Accuracy: ©.9230769276618958

- 4s 566ms/step - accuracy: 0.9231

Fig. 6. Printing Accuracy.

created to deliver accurate diagnoses, and its accuracy has
improved over previous studies. The proposed model avoided
overfitting by (1) expanding the size of the data set (through
data augmentation methods), (2) including regularization tech-
niques such as dropout, and (3) conducting hyperparameter
tuning. The effect of key hyperparameters was investigated.
Previous studies have shown that the produced findings are
biased and overfitted as a consequence of the large network
capacity compared to the limited number of X-ray images, and
hyperparameter tuning is done weakly and manually in just a
few hyperparameters.

The proposed model achieved a respectable accuracy of 92.30
percent for binary classification, outpacing previous research
in the literature. Finally, the proposed models lowered network
capacity and size to the greatest extent feasible, allowing the
final models to be deployed locally on devices with restricted
capabilities.

In the future, the proposed model could be extended to detect
the presence of COVID-19 in patients’ frontal X-ray images.
Identifying frontal X-ray images containing Coronavirus and
pneumonia has become a major difficulty in recent years, and
our next strategy will address this issue.
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Abstract— The drilling operation is the most confusing part
of the oil and gas industry. The complexity and unexpected
problems, as well as the loss of continuity in the drilling process,
can result an additional costs and work time. During the
drilling, the weight of the drilling fluid must remain above the
pore pressure and below the fracture pressure. If the weight of
the drilling fluid falls below the pore pressure, there is a risk of
gas kicking. In contrast, if it exceeds the fracture pressure, there
is a risk of losing the circulation of the drilling fluid. As a result,
the equivalent circulating density (ECD) of the drilling fluid is
one of the most important key parameters that controls the
pressure in the wellbore. Therefore, proper design and
management of ECD prior to drilling is key to safe, economical
and efficient drilling. The aim of this study is to predict the ECD
of the drilling fluid through an artificial neural network (ANNs)
model. A total of 872 data points were collected from more than
15 drilled wells to build an ANN model. The selected model
consisted of seven inputs, one hidden layer with seventeen
neurons, and one output layer. The selected model resulted in
the best performance: R2 0.9996 in the training process, 0.9985
in the testing process, 0.5840% average absolute percentage
error during training and 0.5651% during testing the model.

Keywords— equivalent circulating density, artificial neural
network, density of drilling fluid, wellbore instability

I. INTRODUCTION

The density of the drilling fluid (mud) regulates the
hydrostatic pressure in the drilling, so during drilling the mud
weight must remain in a given mud density window above the
pore pressure and below the fracture pressure. Drilling fluid is
a complex mixture of water-based, oil-based or synthetic-
based muds with a number of additives, such as chemical and
mineral constituents. If the mud weight drops below the pore
pressure, the drill risks kicking where the unexpected and
unwanted inflow of reservoir fluid, oil, water, or gas into a
borehole due to an unbalanced condition where the pressure
within the borehole or bottom hole pressure is less than the
formation pressure. In contrast, if the mud weight exceeds the
fracture pressure, which is called overbalanced drilling, the
hydrostatic pressure of the formation is not high enough to
prevent fluid infiltration and circulation losses [1]. Lost
circulation means loss of drilling fluid into the formation.
Losses can occur if the drilling fluid exceeds the fracture
pressure of the formation, causing fractures or penetrating the
pore space of the formation.

Equivalent circulation density (ECD) is an important
parameter in controlling the pressure in the well during
drilling operations. This becomes vital in deep-water drilling
where the formation pressure is very close to the fracture
pressure (narrow drilling mud density window) as described
in Fig. 1. Unaudited ECD may generate a number of problems,
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such as reduced operational safety, higher pressures,
fracturing weak formations, stuck pipe, lost circulation,
kicking, blowout, killing operations, and wellbore instability.

Depth (ft)

7 8

9

10 11 12

Equivalent Mud Weight (ppg)

13 14

Fig. 1. Mud Weight Window for a Typical Well. Mud Weight Must be
Maintained between Pore and Fracture Pressures

During drilling, the mud pump provides pressure to push
the mud down into the drill string to the bottom of the hole to
exit the drilling bit nozzles and then flow through the annular
space between the hole wall and the drill string lifting the rock
cuts (drilled cuttings) up to the surface. During this contacting
process, some resistance is created and the mud loses the
pressure provided by the pump to overcome the frictional
resistance caused by the contact. Therefore, the ECD is the
sum of this pressure loss (based on density) that complements
the original drilling fluid density under static conditions. For
this reason, ECD is always more than the density of static
mud, as it also includes pressure loss converted to equivalent
density. Moreover, drilled cuts can increase mud density and
reduce the flow, which in turn increases ECD. Thus, ECD
calculations can serve as a basis for real-time monitoring of
hole cleaning during drilling. Accordingly, predicting EDC,
control, good planning, and best drilling practice are key to
preventing drilling problems for safe, economical, and
efficient drilling operation. The main goal of this study is
therefore to predict ECD using artificial neural network
(ANN) techniques that allow us to be ready to properly
regulate, control the weight of the mud to stay within a safe
range of the hydrostatic pressure, and minimize drilling
problems.

In recent years, artificial intelligence (AI) techniques have
proven to be an effective tool in solving practical problems in
many areas of the O&G industry. The literature shows that
ANN, fuzzy logic, and genetic algorithms are the most
popular and widely used Al tools in the O&G industry. Some
early applications include; fluid flow in pipelines [2],
formation damage [3], reservoir characterization [4],
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hydraulic fracture design optimization [5], bit selection [6],
and oil production prediction [7]. However, the Al, like any
other tool, has some limitations. An example of this is ANN,
which is often referred to as a black box, only trying to map
the relationship between output and input variables according
to the training data set. This raises concerns about the ability
of the tool to generalize to situations that are not properly
included in the data set [8]. With all this, ANN is the most
widely used and rapidly evolving. It can solve many problems
in optimization, pattern recognition, clustering, time series
analysis, forecasting, and control. The main idea behind the
creation of ANN is to present a simple model of the human
brain to solve complex scientific and industrial problems.

Recently, the O&G industry has been using measurement
while drilling and pressure while drilling to predict ECD and
monitor changes in bottom hole pressure. These devices
include pressure sensors that can measure the bottom hole
pressure independently of the factors that control the ECD [9];
[10]; [11]; [12]; [13]. Nevertheless, services companies charge
expensive daily rate for these tools, as well as tool operating
limitations such as pressure, temperature, tool failures, and so
on. These tool costs and rig time can be saved by using Al and
machine learning (ML) models as an alternative method to
more accurately estimate ECD. Table 1, however, shows some
published ECD-AI models. It can be observed that a number
of studies have dealt with modeling the ECD, using different
Al techniques, with different inputs to predict, estimate and
manage ECD before drilling the oil wells. The most
interesting and accurate techniques are ANN, LSSVM and
ANFIS. It can also be observed that there are different inputs
for building the ECD model. However, the robustness of Al
models depends on the features selected and the training
algorithm used to train the model.

TABLE L. SOME PUBLISHED ECD-AI MODELS
Ref. | Inputs Data Model R?
FIS 0.727
(4 | BT& 664 points GA-FIS 0.94
Initial density from literature
PSO-ANN 0.996
PSO-ANFIS | 0.832
[15] P, T&
Initial density . LSSVM 0.999
ANFIS 0.850
[16] | MW, DPP & ROP (212;6 oints ANN 0.99
P ANFIS
Q, MW, PV, YP,
[17] TFA, RPM & WOB 2000 wells ANN 0.982
P, T, Mud Type 884 points
(18] & Initial density from literature RBF 0.99
RF 0.99
[19] Q, HL, ROP, RS, 3567
SPP, WOB & DT data points FN 0.99
SVM 0.97
0] | GPM.ROP.RPM, | 3570 ANN 0.98
SPP, OB & DT data points
ANFIS 0.96
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II. DATA COLLECTION

Drilling data related to ECD was collected from a number
of drilling reports, including daily drilling reports, technical
reports, mud logging reports, final drilling reports, and drilling
bit records from an oilfield in Libya. The outliers were
removed from the collected data using box plots. The study
then used more than 15 wells drilled in the same area and
eventually collected 872 points. Then, the input parameters
were selected based on the authors’ opinions and experience.
Table 2 illustrates the statistics analysis of the seven selected
input parameters, which is; weight on bit (WOB), mud weight
(MW), revolutions per minute (RPM), plastic viscosity (PV),
yield point (YP), flow rate (Flow), and nozzles total flow area
(TFA). Fig. 2 shows the correlation matrix between the seven

inputs.
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Fig. 2. The Correlation Matrix Between Inputs

In ML, model validation is called a process in which a
trained model is evaluated with a set of test data. The test data
set is a separate part of the same data set from which the
training set is derived. The main purpose of using a test data
set is to test the generalizability of a trained model [21]. The
model is validated after model training. As shown in Fig. 3,
together with model training, the goal of model validation is
to find the optimal model with the best performance.
Accordingly, the ECD data was divided into 70% for network
training and 30% for model testing. Thus, the ANN model was
developed using 569 data points and tested with 244 data
points. As shown in Fig. 3, the final step in the process of
building the ML model is to test the model with an
independent dataset. Based on this, 59 datapoints were
allocated for the ANN model accuracy study.

III. THE NETWORK ARCHITECTURE

Selecting the optimal network architecture can be
achieved with a try error. The most important step, however,
is to choose a logarithm that is suitable for creating the
network. Accordingly, several algorithms were tested and the
algorithm with the highest R2 and the lowest MSE was
selected. Table 3 summarizes the algorithms examined in this
study. However, the Bayesian Regularization algorithm
shows the highest R2 in the training dataset and the test dataset
(0.9996 and 0.9985), and the lowest MSE of 0.007 in the
training set. However, Error analysis provides an in-depth
understanding of the distribution of errors in a model, as well
as active data discovery and interpretability techniques for
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debugging [31]. Generally, the mean absolute percentage
error (MAPE), the coefficient of determination (R2), the mean
square error (MSE), and root mean square error (RMSE) are
used to test the performance of the models.

l Start of model construction |

t Selection of architecture and training parameters I

; Model training using the training data set l

} Model validation using the testing data set |

} Selection of an optimal best model I

; Model testing using an independent data set I

Fig. 3. Illustration of the Process of Building a ML Model, after [21]

TABLE II. STATISTICS ANALYSIS OF THE INPUT PARAMETERS
WOoB RPM MwW PV YP Flow TFA
Max 65 1500 18.9 82 50 900 | 3.142
Min 1 10 8.6 5 2 95 0
Mean 22.06 1446 11.68 2530 @ 20.52 @ 355.8 0.699
888 63 181 913 891 604 619
Stand 1099 2439 2.843 1453 5775 2019 0.713
ard 844 034 682 068 359 629 216
Variat  120.9 5948 8.086 211.1 33.35 4078 = 0.508
ion 657 8.86 527 407 477 9.02 677

However, MAPE is a measure of how accurate a forecast
model is. It measures this accuracy as a percentage, and can
be calculated as the average absolute percent error for each
time period minus actual values divided by actual values. R2
measures the rate of variation in the dependent variable that
can be attributed to the independent variable. The value of R2
is always between 0 and 1. While, MSE measures the degree
of error in the models. Assess the mean squared difference
between observed and predicted values. If there is no error in
the model, the MSE is zero. As the model error increases, its
value increases. Another way to assess how well a model fits
into a dataset is to RMSE, which is a measure the average
distance between the predicted values from the model and the
actual values in the dataset.

TABLE III. ALGORITHMS EXAMINED IN THIS STUDY
MSE R?
Algorithm
Train Test Train Test
. L 0.00 | 0.00 0.999 | 0.998
Bayesian Regularization 7 6 6 5
0.00 | 0.01 0.998 | 0.998
Levenberg-Marquardt 7 6 9 7
. 0.01 0.02 0.998 | 0.998
BFGS Quasi-Newton 7 5 3 3
Resilient Backpropagation 0.12 0.11 0.991 (7)'990
Scaled Conjugate Gradient 0.05 (9)'04 (8).995 2'996
Conjugate Gradient with | 0.03 034 0.997 0.997
Powell/Beale Restarts 5 ) 2 3

Proceedings of the ILCICT 2022

72

International Libyan Conference for Information and Communication Technology

Fletcher-Powell Conjugate | 0.04 0.04 0.996 0.996
Gradient 1 2 6 7
Polak-Ribiére Conjugate Gradient (2)'05 (1)'05 (7)'995 (5)'996
0.05 0.05 0.995 0.995
One Step Secant 4 p 6 3
Variable Learning Rate Gradient 013 014 0.989 | 0.990
Descent 5 3

The number of layers and nodes in each hidden layer was
optimized based on the iterative process. The results of this
process are shown in Table 4 and 5. Obviosity, one hidden
layer gives highest R2 in training and testing dataset (0.9996
and 0.9985) and lowest MSE of 0.006 in testing dataset. On
the other hand, seventeen nodes in the hidden layer gives
highest R2 and lowest MSE.

TABLE IV. DIFFERENT NUMBER OF HIDDEN LAYERS
. MSE R?
E:;'(el:n Architecture Train | Test Train Test
1 [7-17-1] 0.007 | 0.006 | 0.9996 | 0.9985
2 [7-17-20-1] 0.010 | 0.124 | 0.9992 | 0.9969
3 [7-17-20-10-1] 0.022 | 0.285 | 0.9970 | 0.9949
4 [7-17-20-10-15-1] 6.450 | 5.887 | 0 0
5 [7-17-20-10-15-10-1] | 6.946 | 5.762 | 0 0
TABLE V. DIFFERENT NUMBER OF NEURONS IN THE HIDDEN LAYER
MSE R?
Neurons
Train | Test Train Test
10 0.011 | 0.009 | 0.9994 | 0.9970
15 0.012 | 0.008 | 0.9995 | 0.9970
17 0.007 | 0.006 | 0.9996 | 0.9985
20 0.011 | 0.017 | 0.9996 | 0.9987
30 0.011 | 0.026 | 0.9998 | 0.9959

Fig. 4 shows the training performance. It shows the MSE
of the Bayesian Regularization algorithm for training and
testing. This training stops after 384 iterations at which the
training set MSE is minimal.

With this step, a supervised neural network was created
with one input layer with seven nodes, one hidden layer with
seventeen neurons, and one output layer, [7-17-1], to predict
ECD, as shown in fig.5. However, the training function is the
overall algorithm that is used to train the neural network to
recognize a certain input and map it to an output. The ANN
model trained by Trainbr function with Bayesian
Regularization algorithm. Whereas, Trainbr is a network
training function that updates the weight and bias values
according to Levenberg-Marquardt optimization. It minimizes
a combination of squared errors and weights, and then
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determines the correct combination so as to produce a network

that generalizes well. The process is called Bayesian
regularization.

Best Training Performance is 0.0049798 at epoch 384

Mean Squared Error (mse)

0 50 100 150 200

385 Epochs

250 300 350

Fig. 4. MSE vs Epochs for the Bayesian Regularization Training Function

For the hidden layer, tan-sigmoid transfer function was
selected, and the linear transfer function was chosen for the
output layer. Table 6 illustrates the characterization of the
selected ANN model to predict ECD.

TABLE VI. THE BEST MODEL SELECTION
Architecture [7-17-1]
Neurons 17
Training Function Trainbr
Algorithm Bayesian Regularization
Transfer function for the hidden layer | Tan-sigmoid
Transfer function for the output layer | Linear

Train 0.007
MSE

Test 0.006

Train 0.9996
RZ

Test 0.9985
MAPE Train 0.58

Test 0.56

Train 0.00
Min Error

Test 0.01

Train 5.92
Max Error

Test 4.22

IV. RESULTS AND DISCUSSION

Fig. 5 shows the actual and predicted ECD used for
training, testing, and overall. In the diagrams, most of the data
points are scattered too close to the Y =T line, indicating that
the selected ANN model provides very good performance. As
a result of the network, R2 was obtained at 0.99964 for
training, 0.9985 for testing, and 0.99946 for overall data. As
other indications of ECD ANN model performance, Fig. 6
shows the error histogram of the Bayesian regularization
training algorithm. The histogram shows the normal
distribution of errors. Blue bars indicate training data and red
bars testing data. Most errors in training and testing data points
are close to zero and no outliers are seen. Therefore, the model
provides very good performance.
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Fig. 5. Predicted and Actual ECD for Training, Testing, and All Datasets
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Fig. 6. Error Histogram for the Training Algorithm

Consequently, the ECD empirical correlation based on
ANN is given by the Equation 1.

_|yN . 2 -
ECDn = [Zi:l Wzi( T AT 1)] + by (1)

1+

Where, ECDn is the normalized ECD, b1 is the bias of the
hidden layer, b2 is the bias of the output layer, N is the number
of neurons in the hidden layer that was optimized to be 17, wl
is the weight of the hidden layer, w2 is the weight of the output
layer, and x is the inputs. Also, f1 is WOB, f 2 is RPM, f3 is
MW, f4isPV,f5is YP, f6is Flow, and f 7 is TFA. All biases
and weights related to the equation are shown in Table 7.
Then, ECD can be calculated from ECDn using the Equation
2.

ECD = ((ECDn + 1) * 4.87) + 7.82 )
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TABLE VII.  WEIGHTS AND BIASES OF THE ECD CORRELATION (EQ. 1)
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V. MODEL ACCURACY TEST

As explained above, the final step in building the ML
model is to test the accuracy of the proposed ANN model with
an independent data set. Therefore, use the independent data
set (59 datapoints) as the input to Equations 1 and 2 to
calculate the ECD using the weights and distortions shown in
Table 7. Note that before applying Equations 1 and 2, the input
data must be normalize between -1 and 1 by Equation 3.
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x—xmin

x’=2*( 3)

xmax—xmin) -
Where, x' is the normalized value, x is the input, xmax and
xmin are the maximum and the minimum of x respectively.

Fig. 7 shows the proposed ANN model accuracy. It is clear
that the points are too close scattered around the y = x line,
indicating that the model predicts the ECD with a high
accuracy of 0.9966 R2. However, with this way, the calculated
ECD value with the resulting empirical correlation (Eq 1)
allows us to be ready to properly regulate and control the mud
to stay within the safe range of hydrostatic pressure, manage
and minimize drilling problems prior to drilling the oil wells.

18

R?=99.66% 2

Predicted ECD

-
=

12 14
Actual ECD

16 18

Fig. 7. Calculated ECD vs. Actual Values

VI. CONCLUSION

ECD was predicted using an ANN whit 813 data points
from 15 wells collected from the same field in Libya. The data
were used to construct a model with a 70:30 train-to-test ratio
dataset. The ANN input includes; weight on bit, revolutions
per minute, mud weight, plastic viscosity, yield point, flow
rate, and nozzles total flow area.

The proposed ANN model was constructed using one
input layer with 7 nodes, one hidden layer with 17 neurons,
and one output layer. The transmission function of the hidden
layer was tan-sigmoid, and the algorithm was BR. The R2 is
0.9996 in training, 0.9985 in testing, and 0.9994 in all
datapoints. The MAPE is 0.5840% in training and 0.5651% in
testing. This indicates that the AND technique has a greater
ability to predict ECD.

The resulting empirical correlation of ECD (Equation 1)
was applied to another data (59 points) and a good predicted
results were obtained with 0.9966 R2, indicating that the
proposed ANN model is a robust, and high-precision model.
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Abstract— One of the important bio-electrical signal is
Electrocardiogram (ECG) measured after a certain time, in
addition to that is a very important diagnosis device in clinical
application. This work introduces useful approach for Fetal ECG
signal audio file compression and ECG watermarking for
telemedicine applications. For embedding binary watermark
image data in ECG signal, the Least Significant Bit (LSB)
watermarking algorithm is used. The objective of this paper is to
develop an efficient algorithm for ECG compression &
embedding contour points instead of binary watermark image.
The contour image is extracted using single step parallel contour
extraction (SSPCE) method. The first stage is Fetal ECG audio
signal compression process: First, the ECG signal is compressed
using discrete cosine transform (DCT) by selecting the resulting
transformed coefficients by through thresholding process. Then
these coefficients are coded using the run-length encoding (RLE)
scheme. The second stage is embedding binary watermark image
data in the coded ECG signal by using LSB watermarking
algorithm. In the receiver side the contour points are extracted
from LSB of the audio ECG signal file. Simulation results show
that the Compression ratio (CR) is exceeds to 95%, percentage
root mean error difference (PRD) is 0.1425, quality score (QS) is
677.2070, and the normalized correlation coefficient (NCC)
closest to 1.00. By these results, good improvement in the
compression ratio and quality of extracted watermark is obtained
in case of using hybrid compression-watermarking.

Keywords—Fetal ECG Signals; ECG compression; DCT
transform; RLE encoding; Signal reconstruction
L INTRODUCTION

Embedding information in a host signal is called

watermarking. One of the important watermark embedding
algorithms out is the Least Significant Bit (LSB). The choice of
host signal and volume of embedding information determines
the performance of each of the watermark embedding
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algorithms. The host signal is distorted when embedding data is
included. Measuring the distortion between the host and the
watermarked signal is one of the most important metrics for
evaluating the performance of watermarking algorithms. Less
distortion, better performance.Several applications play an
important role in ECG data compression such as telemedicine,
mobile ECG monitoring, wearable healthcare devices and
hospital patient databases [1-3]. The main purpose of the
compression technique is to reduce the data area without
distorting the morphological features of the signal during
reconstruction; the bits for each sample of the ECG signal are
lowered in such a way as to ensure that they are correctly
represented on the receiver side. Generally, the compression
techniques is classified in to two types: lossless compression
(which is used in this work) that is leads to low compression
ratio in which the original data is reconstructed perfectly
without any distortion in the original data; and lossy
compression that is has high compression ratio that leads to
non-perfect reconstruction from some parts of the original data
[4]. Recently some researcher certified that the heart disease is
one of the most common causes of death worldwide
[5].Therefore, telemedicine services and applications have
become so popular in the last decade [6,7]. This work has been
implemented using MATLAB. Therefore, ECG signal data
compression is a very complex problem and we need a
compromise between transmitting its data with a smaller
bandwidth while maintaining high efficiency for the purpose of
storing it in less space. Instead of inserting a binary watermark,
the contour points of the binary image that are inserted into the
cover image will be extracted. This leads us to include fewer
bits if the extraction process is done with high quality on the
future side, and is considered one of the most important
challenges for this work in this paper. When inserting a
watermark with a large size of pixels, the biggest challenge we
face is how to extract that watermark without distortion. This
work presents a proposal to send the image of the watermark
border points instead of sending the image of the digital
watermark. At the future, the morphology process is applied to
the image of the extracted image boundary to obtain the
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recombined binary image. By this way we achieved an
abundance of the number of inserted bits while maintaining the
high quality of the extracted binary image.

II. CONTOUR EXTRACTION USING “‘SSPCE”’

METHOD

To detect if an edge is present or not, we pass a 3x3 filter
across an image (i.e. pixel by pixel). An eight-way Freeman
string notation is used [20]. SSPCE method is explained as
follows [9], [11]: When the central pixel of a window is
connected to any of its eight surrounding neighbors, then we
have a detected edge. A window within an object's region will
be considered to be object pixels if all of the object's pixels
(here: nine pixels) are facing nine pixels by an edge extraction
rule, and vice versa occurs when all nine pixels of the object
facing the nine pixels of the edge extraction base are
background pixels, so the window will be within the object's
region. If the central pixel of an object is surrounded by pixels
in the background, the central pixel is considered as a noise
point and this is due to the digitization of the image [9], [10]
and [11]. Compressing the ECG signal is a challenging task
due to the randomness of the ECG signal. Therefore, it is
difficult to achieve a high rate using uncompromised
compression techniques [16]. The block diagram of the contour
extraction points is shown in Fig. 1.

Contour
Binary = Extraction Ly contour Description
Image Using SSPCE

Method

Cartesian

Contour Signal

Fig. 1. Contour extraction representation

I1I. DISCRETE COSINE TRANSFORM (DCT)

In image processing applications DCT is a popular
technique for compression purposes. The lossy image
compression offered by DCT results in a better quality image
with a high compression ratio. Due to its high decorrelation
and energy compaction property; DCT is a basis for many
signal and image compression algorithms. Transformations
generally mean moving usually from the original (spatial) field
to another (frequency) and vice versa. The DCT Transform is
the most common and widely used for many digital signal
processing applications. Two of its main properties of this
transform: energy conservation; and concentration in several
parameters close to zero frequency made this transform to give
us good performance, where it was used in the JPEG standard
for image compression. 2D forward and inverse discrete
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Cosine Transform of # sample is defined as in equations 1 & 2
respectively [17]:

”Z:”Z:f(] k)co [(2j+l)u7r S[(Zk;l)wr] (N

J=0 k=0 n

4C(u)C(v)

F(u,v)=

fUi k)= Cu)C)F (u,v)cos[ Jcos[

u=0 v=0 n n

nol el (2j +Dux 2k + l)wr] 2)
2 2

where:

fG.k) is the host image (size n x n) in spatial domain (j,k);
F(u,v) is the image in spectrum domain (u,v); C (u), C (v) =
IN2 foru, v=0and C (u) , C (v) =1 otherwise.

IV. BIT-PLANE DECOMPOSITION (LSB)

We assume a 256 X 256 medical pixels image to be given
in 8bit/pixel (bpp) precision. The entire image is considered as
a two-dimensional array of pixel values. We consider the 8bpp
data in the form of 8-bit planes, each bit plane associated with a
position in the binary representation of the pixels. 8-bit data is
a set of 8 bit-planes. Each bit-plane may have a value of 0 or 1
at each pixel, but together all the bit-planes makeup a byte with
value between 0 to 255.

One of the most important processing tools in digital image
processing is the representation of the bit-plane. The bit-plane
is a set of digital numbers used to represent the bit value in
each plane. For 8-bit grayscale images, there are eight different
binary images that is obtained to analyze the image into eight
image planes. For each bit in each plane there is a probability
of 0, 1 values. The Least Significant Bit (LSB) is the zero bit
plane of the last bit of each screen element value of the
representation in binary form. On the other hand, the most
significant bit (MSB) refers to bit plan -z — 1> for each value
of a screen element in the image in binary representation. In the
case of 8-bit color images, there are 8 binary images that is
obtained for each color channel. Fig. 2 shows a gray image
with corresponding bit planes. Equation (3) is used to obtain a
gray level from bit planes values [13].

gray level(x,y) = o X 204+ By % 214 By X 22 4ot fr x 27 3)
where: Bi is bit-plane information at i plane, i=[0,1,2,3,
7]

In the higher bit planes, the distribution has irregular due to
alignment between zeros and ones. That is why the low bit
planes of grey images is very common because it has a uniform
distribution. This type of bias is known as a redundancy and it
progresses gradually as we move from the lower bit plane to
higher bit plane. So, bits in one or more of the higher bit planes
is compressed to leave space to hide data as a watermark. The
frequency band is more appropriate than the time domain to
obtain a large bias between zeros and ones [12].
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V. EMBEDDING/EXTRACTION PROCEDURES

The following steps are sequentially used for the
embedding/extraction of the secret watermark image within the
cover image in the proposed watermarking algorithm:

1. Patient’s Fetal ECG audio data is selected as host
signal for watermarking.

2. ECG audio file is compressed using DCT & RLE.

3. Contour points is extracted using SSPCE method
from original binary watermark.

4. Apply LSB data embedding algorithm; to
Embedding contour data into ECG audio
compressed file in the least significant bit.

5. Random Permutation (data encryption method by
shuffling pixel information randomly within the
image) for data Pixels up to 80% from total pixels
in the image.

6. In the receiver side; the contours points are
extracted.

7. Apply some morphological operations to obtain
the reconstructed binary watermark image.

8.  Evaluate performance of the proposed system by
MSE, PSNR, PRD, CR, NCC, and QS.

The block diagram of the embedding/extraction steps are
shown in Fig. 2.

Fetal
e Apply DCT Transform & RLE
ECG | . .
. Encoding (Compressed Audio file)
Signal
Original Binary Contour Watermark
Watermark gl Image
Image
4 JV
Random Insert C.ontour Watermark
Permutation for Image into LSB Plane of
Data Pixels Host Compressed File

!

Watermark Contour Morphological
Extraction Image from LSB |—» Ofphio 9glca
Operations
Plane

v

Watermark Binary

Image Recovery

Fig.2. Embedding/Extraction Watermark Binary Image
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VI. ENCODING ALGORITHM

The purpose of ECG signal compression is for confidentiality
of important information and to obtain a suitable size for it, as
well as to obtain a high CR compression ratio while
maintaining the accuracy of the signal. One of the telemedicine
is ECG signals, therefore we need to compress it and transmit
1it.

The run-length is a lossless encoding method that takes
advantage of the consecutive repetitions of a specific number.
Because the thresholding step sets to zero a large number of
coefficients, the run-length scheme represents the data by the
zero follows by the total of repetitions. If the coefficient is
different to zero, the encoded data is equal to the wavelet
coefficient. In our architecture, the output of the system is data
and row; data is the encoded wavelet coefficient and row is the
position into the run-length code.

This is a very simple compression technique method used for
compressing sequential data. Many digital image consist pixel
values that are repeats sequentially for such type of image
RLE is useful. For more information can be found in [18, 19].

VII. RESULTS AND STATISTICAL ANALYSIS

The compression ratio (CR) is defined as the ratio of the
number of bits representing the original signal to the number of
bits required to store the compressed signal. Data compression
ratio is a measurement of the relative reduction in size of data
representation produced by a data compression algorithm. It is
typically expressed as the division of uncompressed size by
compressed size.

number aof bits for original signal
RC = (4)

number of bits for Compressed signal

A high compression ratio is typically desired. A data
compression algorithm must also represent the data with
acceptable fidelity while achieving high CR.

The compression ratio of the analyzed method is measured
using the equation (5).

original file size

CR = (5)

Compressed file size

The globally standard of ECG signal reconstruction quality
in terms of percentage root mean difference PRD is defined as
PRD < 2%: very good reconstruction, PRD <2-5%: good
reconstruction, PRD < 5-9%: acceptable quality of
reconstruction and PRD > 9%: unacceptable quality. PRD
calculation is as follows:

PRD = 100 « I (ORG(i)—REC(i))?
Ik, (0RG(D)*

(6)

Where ORG is the original signal, REC is the reconstructed
signal and # is the length of the window over which the PRD is
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calculated. The lower the PRD, the closer the reconstructed
signal is to the original ECG data.

Because the PRD in the entire works is not ever in the same
range, a parameter that helps to compare the tradeoff between
the CR and the PRD is the Quality Score (QS) [15]. This is the
relation between the CR and the PRD, represented as:

CR

PRD

0S

The higher QS, the hiquer relationship between the CR and
the PRD.

O]

The normalized cross-correlation (NCC), usually its 2D
version, is routinely encountered in template matching
algorithms, such as in facial recognition, motion-tracking,
registration in medical imaging, etc.

There are various ways to evaluate how much correlation
between the extracted watermark and the original watermark.
The normalized cross correlation (NCC) is one of the well-
known measurements that used for this purpose. The
normalized cross correlation defines as in equation (8) [14].

IR I wlHwr (g
E:"zlz_?:l W(ijz

NCC(w,w™) = (8)

Where w(i, j) and w*(i, j) are the original and extracted
watermarks, respectively.

Quality measuring of an approximation during the
approximating procedure uses mean square error (MSE) and
signal-to-noise ratio (SNR) criterions by the equations (9) and
(10) respectively.

)

where d; is the perpendicular distance between i point on the

curve segment and straight line between each two successive
vertices of that segment.

(10)

MSE)
VAR

where VAR is the variance of the input sequence.

To evaluate the proposed method, three binary image of the
watermark image are tested which are shown in Fig. 3; where
PN is the points number.

Some parameters are obtained during experiments are done as
shown in Table I. The compression stage steps are shown in
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Fig. 4 & Fig.5. The results of the experiments are shown from
Fig 6 to Fig 9 (see Tables I, II, and III).

PN =1629

PN =1188

Igra Word

Libya Name University Name

Fig. 3. Tested Binary Images with Size (95x95): a) “’Iqra”> Word, b)
“’Libya’’Name, and c) “’Sebha University’’ Name

TABLE L MEASURES RESULTS (TH = 0.002 & RP = 80000)
PRD RC Compression QS
Ratio (CR %)
0.1425 28.6478 96.5107 677.2070
PSNR [dB] PSNR [dB]

(Org & (Org & Noisy

Compressed) Watermarked)
45.9445 16.5813

TH: Threshold value for DCT coefficients & RP: Random
Permutations for data pixels

Original ECG signal

2
0
-2 ‘ .
2 5 DCT signal n 15
0
2 ' ‘ .
20 5 After Threshold n .
0
2 ‘ .
400 5 Quantized signal n )
200
gn qu\nonstructed ECG snglhal 15
0
-2 Error signal '
2 5 10 45
0 frrrciamsimisrmn—a
-2 L
0 5 10 15
x10*

Fig. 4. Compression Stage using DCT transform, Quantization, & RLE
Encoding
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. . § . i Original Binary Watermark Original Contours Watermark
3 Original Audio = Original Audio
202 g %00
3 0 { & 200
£-05 S
< 0 2 4 6 3 0 2 4
Time (s) w Time (s)
3 Compressed Audio Data Compressed Audio Data
g -200
< 0 2 4 6 0 2 4
CR =28.6478 PRD =0.1425
3 05 Watermarked Audio Watermarked Audio Extracted Binary Watermark
3 .
= 0
OShrrorr ) i by
£-05 -100
< 0 2 4 6 0 2 4
Time (s) N
3 Noisy Watermarked Audio = Noisy Watermarked Audio
205 3] 0
S = | { | D%
€ -05 > )
< 0 2 4 6 3 0 2 4
Time (s) w Time (s)
NCC =0.9555 NCC =0.9909
Fig. 6. Results of Extracted Tested Watermark Image with noisy pixels =
Fig. 5. Original Signal, Compressed, Watermarked, and Noisy Watermarked 55.33% from Compressed-Watermarked Signal

Audio Signals, and It’s Spectrograms

TABLE II. MEASURES RESULTS (TH = 0.002 & DP = 100000)
Original Binary Watermark Original Contours Watermark PRD RC Compression Qs
Ratio (CR %)
0.1425 28.6478 96.5107 677.2070
PSNR [dB] PSNR [dB]
(Org & (Org & Noisy
Compressed) Watermarked)
45.9445 15.6107
Original Binary Watermark Original Contours Watermark
a o
NCC =0.9712 NCC =0.9898 - ‘,.-
Original Binary Watermark Original Contours Watermark

Extra

Extracted Binary Watermark Extracted Contours Watermark

NCC =0.9981 NCC =0.9921
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cted Binary Watermark

NCC =0.9295

NCC =0.9064
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Original Binary Watermark

Original Contours Watermark Original Binary Watermark

- o
Ealr™

Original Contours Watermark

NCC =0.6367 NCC =0.5180
NCC =0.9623 NCC =0.8747

Original Binary Watermark Original Contours Watermark

Original Binary Watermark Original Contours Watermark

NCC =0.7396 NCC =0.5109

Original Binary Watermark Original Contours Watermark

NCC =0.9168 NCC =0.9111

Fig. 7. Results of Extracted Tested Watermark Image with noisy pixels =
66.67% from Compressed-Watermarked Signal

Extracted Binary Watermark Extracted Contours Watermark

TABLE IIL MEASURES RESULTS (TH = 0.002 & OSL = 150000)
PSNR [dB] No. of Noisy
Pixels
16.5813 80000
15.6107 100000 NCC =0.6585 NCC =0.5570
14.8214 120000 Fig. 8. Results of Extracted Tested Watermark Image with noisy pixels =
80% from Compressed-Watermarked Signal

OSL: Original signal length
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Original Binary Watermark Original Contours Watermark

NCC =0.9577 NCC =1.0000

Extracted Binary Watermark Extracted Contours Watermark

NCC =0.9703

NCC =0.9709

Extracted Binary Watermark Extracted Contours Watermark

NCC =0.9223 NCC =0.9708

Fig. 9. Results of Extracted Tested Watermark Image with AWGN (33 dB)
from Compressed-Watermarked Signal

VIII. DISCUSSION & CONCLUSIONS

In this work, a two-stage hybrid ECG signal scheme was
proposed: the first stage is to compress the Fetal ECG audio
signal using a DCT transform and an RLE encoder, while
maintaining the quality of the compressed signal. Some
paprameters are obtained in the validity range and with good
quality as: compression ratio obtained is exceeds to 95%,
percentage root mean error difference (PRD) is 0.1425, and the
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quality score (QS) is 677.2070. The second stage is the process
of inserting the watermark using the LSB level. To reduce the
number of insert bits, we use the contour points of the
watermark instead of the binary watermark in the insert
process. The contour is extracted uses SSPCE contour
extraction method. At the receiver side the contour points of
the watermark are extracted from LSB plane of the received
file audio signal. Finally, some morphological processes are
applied to obtain the binary watermark image, where has
normalized correlation coefficient varied between 0.998 to
0.636 for the random permutations of data pixels (55.33% up to
80%) from total pixels respectively. By this analyzed
algorithm, the binary watermark image is extracted from
random permutations Fetal ECG audio file has PSNR =15 dB
or less. Therefore it gives the analyzed algorithm usefulness in
a wide application for contours where the telemedicine is
necessary. The higher compression in the first stage is achieved
and obtained without any significant losses of the
approximation quality.
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Abstract—The performance of monolingual sentiment
analysis of Arabic language so far is limited due to the language
complexity. The recent researches proposed an alternative
method based on translating the Arabic text to English in order
to take advantage of the high accuracy of the English sentiment
analysis. However, more research is still required to optimize
the translation process and analyze it efficiently. This paper
demonstrates deeply the monolingual and multilingual Arabic
sentiment analysis using two different types of translators:
Google translator API and the sequence-to-sequence
transformer model. We provide a comprehensive study about
the translation process and its challenges. The sentiment
analysis uses a large dialectic Arabic dataset from different
Arabic regions. The accuracy of the machine learning support
vector machine (SVM) algorithm of the monolingual and
multilingual Arabic sentiment is compared and discussed.

Keywords—SVM, Google Translator, MarianMT transformer,
Arabic sentiment analysis.

1. INTRODUCTION

Sentiment analysis is a process of identifying the
classification of a text. The text could be user reviews or
opinions about a product or a subject. The classification could
be binary (positive or negative) or multi-class of three or more
classes. Normally, the main standard steps of the sentiment
analysis are: pre-processing the data, feature extraction and
classification step. In order to extract the features, language-
aware analysis has to be performed. The studies have shown
that the accuracy of English sentiment analysis is very good
compared with other languages [1] and [2]. However, few
studies have dealt with Arabic sentiment analysis [3]-[9]. The
achieved accuracy of processing Arabic text with the standard
sentiment analysis steps was very limited. The main challenge
facing Arabic sentiment analysis is the nature of the Arabic
language. Unlike English language, the Arabic language has
unique features such as:

1. There are two basic types of Arabic language: Modern
Standard Arabic (MSA) and Dialectical Arabic (DA).
MSA is the official language whereas DA is the
informal language used in the speaking and social
media. Each type has its own structure.

Arabic language does not have upper and lower cases,
so it is hard to distinguish names from it.

3. A single word can have multiple meanings, as
example the word ‘ _g_? means poetry, feeling or hair.

In English language there are some words that refer to
the same meaning, but they have different letters such
as ‘Book’, ‘Library’, and ‘Write’. Whereas in Arabic
language the same words that have same meaning
may share a portion of their letters such as,” =
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means to write, ‘s«if’ means library, and ‘<< means
book [4].

In our previous paper [10], we presented the limitations of
the Arabic sentiment analysis. We reported that Arabic
sentiment analysis needs to be enhanced and improved.
However, another track has been recently suggested by many
studies [6], [7] and [11]. The basic idea concerns translation
of'the Arabic text to English, then processing it as English text.
However, two types of sentiment analysis are introduced:
monolingual and multilingual sentiment analysis. In
monolingual sentiment analysis the classifier algorithm is
trained and tested on a monolingual corpus [12]. On the other
hand, in multilingual sentiment analysis the classifier could be
trained on a large corpora of a specific language (normally
English language); then different language corpora is
translated to the language of the trained model and used for
testing. The classifier does not have to recognize the language
of the original text [12] and [13]. For both types of sentiment
analysis, the performance has been enhanced and the
classifiers are able to capture the class of the translated text. In
addition, the observed results showed that the sentiment
analysis of English translated dataset gives competitive results
with respect to that of Arabic dataset [7]. Of course, the used
translators have a big impact on the performance of the
sentiment analysis. For some languages, the quality of the
translators increases the performance of the classification [14].

In this paper, we evaluate the performance of the Arabic
monolingual and compare it with multilingual sentiment
analysis that uses two types of translators: Google translator
API and Marian model. Support vector machine (SVM)
algorithm that relies entirely on n-gram features is used. The
remainder of the paper is organized as follows: Section 2
describes in details the neural machine translation
development. Section 3. explains the sentiment analysis
process. Section 4 presents and discusses the results. Finally,
Section 5 draws the conclusions.

II. NEURAL MACHINE TRANSLATION

Google’s phrase-Based machine translation (PBMT) is the
first translator developed by Google in 2000. It is basically a
word-to-word or phrase-to-phrase mapping translator.
Although it works well for simple sentences, It's based rule
is building dictionaries its translation quality drops down
with complex sentences. In 2010, neural machine translation
models (NMT) were invented. NMT considers two main
transfer approaches: syntactic transfer and semantic transfer.
In the syntactic transfer, the input sentence is analyzed to parse
trees based on the language grammar rules. In the semantic
transfer the common meanings and dependencies are included.
The main advantage of NMT is that, it is language
independent because the syntactic and semantic analysis can
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be reused in translation into other languages [15]. It relies on
deep learning where a large amount of training data is used to
establish a mapping relationship between the source language
and the target language [16]. NMT is called Encoder-Decoder
architecture. Both the encoder and decoder are composed of a
stack of several identical layers. The encoder network encodes
the words of the source sentences to a list of vectors. The
vectors represent the meaning of the words. On the other hand,
the decoder converts back the vectors to words of the target
language [17].

In order to capture the time dependence in a sentence,
Recurrent Neural Network (RNN) is used. RNN nets in the
hidden layer feed back the output of time t to the next input at
time #+1, as shown in Fig. 1. That tells the network what
happened before along with what is happening “now” [18].
Furthermore, Long Short-Term Memory (LSTM) has
successfully improved long-sentence translation quality [19].
Nevertheless, to gain significant advantages, the bidirectional
neural network (BNN) was proposed in 2015 [20]. BNN
translation modeling processes information in backward and
forward directions; thus both the past and the future contexts
are considered in translations [20].

Output
layer

Input v
layer

Hidden layers

Fig. 1. Recurrent Neural Network

Moreover, attention mechanisms have been introduced by
[21] to improve the performance of the translation. An
attention layer(s) is added to the decoder as a hidden layer, as
illustrated in Fig. 2. This layer allows the decoder to observe
other words in the input sentence as it encodes a specific word.
This makes the focus on the parts of the sentence that contain
the important information. Here, the decoder decodes the
input sentences to vectors and weights provided by the

attention-mechanism. However, there are two types of models:

sequence-to-sequence architecture and transformers. The
architectures that use decoder-encoder with or without
attention mechanisms are called sequence-to-sequence
models. The attention architectures are called transformers.

WS ey
DO DD

Decoder Thaugh

wecton

| Attentionmechanism I

Hidden layer

Encoder

Fig. 2. Attention mechanism layer

Compared to RNNs, the transformer model has proven to
be superior in quality for many sequence-to-sequence tasks
while being more parallelizable [22]. There are different
translators that are available for online and offline use. Google
Cloud Platform (GCP), Amazon (AWS) and Microsoft Azure
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translators are the most common deep learning models. They
are designed for online use. These commercial providers have
been proven to give consistent translation quality for Arabic,
Mandarin Chinese, Persian, and Russian languages [23]. For
offline environment, there are different open source NMT
models such as: Google Translator , Hugging Face,
MarianMT [24], OpenNMT and Fairseq transformers.

A. Google Translator model

Google started with Phrase-Based Machine Translation
(PBMT). PBMT breaks an input sentence into words and
phrases to be translated largely independently. In 2016 Google
developed Google Neural Machine Translation (GNMT) [25].
It can identify over a hundred languages and translate words,
sentences or webpages. Fig. 3 shows the basic Google
translator architecture. It consists of encoder and decoder
networks and an attention module between them. Both the
encoder and decoder have 8 LTSM layers. The decoder is a
combination of an RNN network and a softmax layer. The
model replica is partitioned 8-ways and is placed on 8§
different GPUs to speed up the training process. The bottom
decoder layer output is only for obtaining recurrent attention
context, which is sent directly to all the remaining decoder
layers. The softmax layer is also partitioned and placed on
multiple GPUs [25]. The translation errors are reduced by an
average of 60% compared to Google’s phrase-based
production system [26]. In this work, the unlimited Google
Translator model is used. This GNMT is an auto-language
detection, hence the language of the input text needs not to be
specified.

' T
- - -

‘\
e € W
5. b ep <

Fig. 3. The model architecture of GNMT system. From [25]

B. Sequence-to-Sequence Transformer model

Sequence-to-sequence transformer models are models that
combine RNN and attention as shown in Fig. 4. The
performance is enhanced by replacing the LSTMs by full
attention structures [27]. In general, there are four types of
sequence-to-sequence transformer models:

1. Generic Encoder-Decoder model: The encoder is any
pretrained autoencoding model, such as BERT, and
the decoder is any pretrained autoregressive model
as BERT, ROBERTA, DISTILBERT,
CAMEMBERT and ELECTRA [28].

2. MBART model: This model is proposed by [29]. It
is multilingual encoder-decoder model pre-trained
once on large-scale monolingual corpora in different
languages.

3. Marian model: The Marian framework is being
developed by the Microsoft translator team. It is
transformer encoder-decoder with 6 layers in each
component [30].
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4. BART model: It is presented by [31] and trained on
OPUS dataset [32]. Moreover, in the third analysis

i Training English
carpara

M model |—.{Iassn1ica[inn

Fig. 6. Block diagram of the multilingual sentiment analysis
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IV. RESULTS AND DISCUSSION

As mentioned above, two basic types of analysis are
performed in this study: monolingual and multilingual
sentiment analysis. The experiments are listed in Table II. In
this section we illustrate each experiment and present the
corresponding results.

Fig. 4. The model architecture of Transformer, image source [21]

I1I.

The Arabic dataset used in this work is a large dataset

SENTIMENT ANALYSIS PROCESS

) . TABLEIL. LIST OF EXPERIMENTS PERFORMED IN THIS WORK
extracted from 100k Reviews [33]. It includes both modern
standard and dialectical Arabic reviews. On the other hand, Type # | Training dataset | Testing dataset
the English dataset is a set of English tweets and reviews Monolingual || —Arabic dataset Arabic dataset
extracted from [34]. Both the Arabic and English datasets are Sentiment |2 English dataset English dataset
. . . . Translated Arabic | Translated Arabic
about the same topics which are reviews about hotels, books analysis 3 dataset dataset
and movies. The size of both corpus are listed in Table L. Translated Arabic | English dataset
Multilingual | 4 dataset
TABLEL DESCRIPTION OF CLASSES Sentiment Arabic & English | Arabic & English
Analysis 5
 Posifi 4 Negafi dataset dataset
Corpus name # Reviews ositive egative
classes classes
Arabic dataset 6664 3332 3332 A M : : .
. Monolingual sentiment analysis
English dataset 10000 4903 5097 g 4

In general, the sentiment analysis has four basic steps: pre-
processing datasets, feature extraction and classification steps.
The pre-processing step starts with splitting each sentence into
words or tokens, then removing redundancies, emoticons,
special characters, symbols, etc. The tokens are converted to
numerical feature vectors. The feature extraction technique
which is used in this study is n-grams technique. In this

Three monolingual sentiment analyses have been performed.
The first is done on the original Arabic dataset, where the
training and testing datasets are in Arabic language. The
second sentiment analysis is performed on the original
English dataset. The results of both analyses are shown in
Table III. The average accuracies of Arabic and English
sentiment analysis are about 80% and 87% respectively.

. . . TABLETIL.  THE ACCURACY RESULTS OF THE MONOLINGUAL
technique, the sequence of text is broken into parts called 7n- SENTIMENT ANALYSIS

grams. These parts could be single words called 1-gram, two

words called 2-gram or three words called a 3-gram. Although Training | Testing l-gram | 2-gram | 3-gram
1-gram tokenizer is much faster and efficient, but it does not g“r;’_o”‘ g“r;’_o”‘ o T =5
capture all the information. Higher-grams value keeps more rabie raole 00 00 00
information. The last step of the sentiment analysis is the English | English 87% 88% 87%

classification. Support Vector Machine (SVM) algorithm is
used for polarity classification because it works extremely
well with Arabic sentiment analysis [3] and [8]. In this work,
linear kernel is used because it gives higher accuracy than
polynomial and sigmoid kernels. All results presented in this
article are averages of multiple runs. In monolingual
sentiment analysis, the SVM algorithm is trained and tested
on a one-language corpora as shown in Fig. 5.

Training corpor

Driginral
corpora

S model

Clasilication
= Testing
COrpara

Fig. 5. Block diagram of the monolingual sentiment analysis

In multilingual sentiment analysis, the SVM classifier is
trained on English-origin corpus then it is tested using the
translated dataset as shown in Fig. 6.
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Moreover, in the third analysis the Arabic dataset is
translated to English. The training and testing datasets are in
English. Of course, there are two English versions of the
translated Arabic dataset: one is translated using Google
Translator and the second is translated using MarianMT
transformer. The results of these translated corpus are listed in
Table IV. It can be seen that the classification accuracy of
SVM for the dataset translated by both translators is mostly
consistent. On other words, the translation quality of both
translators tends to be equal. Nevertheless, the achieved
accuracy for the translated datasets is close to the accuracy of
the origin Arabic sentiment analysis. We could say that the
information necessary for sentiment analysis is preserved by
neural machine translation. This conclusion agrees with that
obtained by E. F. Can et al [13] and Rushdi-Saleh et al [35].
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TABLE IV. THE SENTIMENT ANALYSIS ACCURACY OF THE
TRANSLATED ARABIC DATASET
Translator
Feature Google Translator | MarianMT Transformer
1-gram 80% 81%
2-gram 81% 79%
3-gram 79% 77%

The percentage of the mispredicted reviews for the three
models is about 20%. Table V lists the number of
mispredictions of each model. We have studied these reviews
for each model and compared between them in order to
investigate whether there are common reviews.

TABLE V. THE SIZE OF TEST DATASET AND NUMBER OF
MISPREDICTIONS FOR EACH MODEL
Models Size of test Number of
dataset Mispredictions
Arabic Model 1333 238
Google translate Model 1020 207
MarianMT Model 1333 249
Arabic
Model
18 15
S MarianMT
Translate 17 model
Model

Fig. 7 Number of common mispredictions

The number of common mispredictions for the three models
is depicted in Fig. 7. The three models shared around 8% of
the mispredicted reviews, and just one review could not be
predicted by all three models. The three datasets are
individually applied to the SVM classifier in order to improve
these results, and the majority forecast of the three models is
taken into account. As demonstrated in Table VI, the
performance has improved by 2%.

TABLE VL THE ACCURACY OF THE MAJORITY PREDICTION OF THE
THREE MODELS
Feature Accuracy
1-gram 82%
2-gram 82%
3-gram 83%

In fact, the translation process is expected to enhance the
performance of the sentiment analysis to match that of the
English sentiment analysis (which is 87%). However, it seems
to be some sentences have lost some of their main meaning
after the translations. Here are some reasons:

1. Some Arabic words do not have an equivalent
English meaning. In such cases Google Translate
tends to rewrite the original word with the target
language letters [35]. This effects the classification
process. Example is shown in Table VII. The dialect
word “lag” (pronunciation: [Dima]) which means
“always “, is translated by Google translator as
“Dema”. However, the translation of texts in Arabic
dialects depends on a good understanding of the text
and being aware of the context of the situation [35].
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TABLE VII.  TRANSLATION EXAMPLE 1
Sentence
Arabic review SR Dl dzbgd;dj\%p e té}fﬁ‘.njﬁh’i@‘
los b sls
Human Exceptional. The location is very excellent
translation and excellent for families, and God willing, it
will be always my hotel.
Google Exceptional. The location is very excellent
Translgator and for excellent and God willing, my hotel is
Dima
MarianMT The site is very special. The families are
Transformer excellent. God willing, it is my hotel.

2. Some positive text may be translated from Arabic to

English in the form of negation without the intent
being the negation in itself. As an example, see the
Arabic sentence shown in Table VIII. The translation
of Google Translator is classified as negative while

it should be positive because the translation gives
negative meaning by the word “no thing” which

means “is not a thing on anywhere”.

TABLE VIIL

TRANSLATION EXAMPLE 2

Arabic review

s ol o) e 2B, e

Human
translation

Special. His proximity to the Holy
room. Nothing

Google Translator

Special. Close to the honorable. No

thing
Special... near the honorable
kindergarten ... nothing

MarianMT
Transformer

3. There are some Arabic words that have more than
one meaning and may not have the same impactful
repercussions in English. An example is shown in
Table IX. Although this review is negative, but
MarianMT model translation gives a positive
meaning.

TABLE IX. TRANSLATION EXAMPLE 3

pordioe @ o sds soe sl Oded

CapdBa 3 5 by, el

It was not up to expectation. proximity to
the sanctuary and breakfast. Cleanliness
and room service
It was not at the expectation level. The
proximity of the Haram and the breakfast.
Hygiene and room service.
It was not as predictable as being close to
campus and breakfast, cleanliness and
room service.

Arabic review

Human
translation

Google Translator

MarianMT
Transformer

4. Furthermore, there are some Arabic sentences
contain rectification that includes the opposite
meaning of the review. Table X shows an example.
The review is originally negative. The SVM
algorithm classified the translation of Google
translator correctly as negative. In contrast, since the
MarianMT transformer translation has a positive
meaning so it is classified wrongly as positive.

Additionally, it is critical to emphasize that people like to
convey their feelings using emoticons. Emoticons appear
in about 62 percent of the Arabic tweets used in this study.
As a result of the emoticons being deleted during the pre-
processing step, the tweets have lost some of their
meaning and may be categorised wrongly. One method
recommended by [9] to prevent this problem is to
translate all emoticons to the words that correspond to
them [9].
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TABLE X. TRANSLATION EXAMPLE 3
ECCQJS 33 .EQ\JJ\ sct@u}l__‘?l?mw (5[3“‘-‘
sdgall ddip Gud L odlaty sdgaldz i
e Ao eluddluaganl ghadr ladad. ls (gLl
Ereed el mod e opldE ualt
I wish to pay attention to internal tourism. Calm.
The resort needs maintenance. The same
maintenance problems are always repeated for
the chalets. We also need activities for women,
for example, a private closed swimming pool
that respects the privacy of the traditions of
society.
I wish to pay attention to internal tourism. Calm.
The resort needs to be repeated as the same
maintenance problems for your chalets, we need
activities for women, for example, a closed
private swimming pool respecting the privacy
of community traditions.
I hope to take care of the interior tourism, the
quiet, the resort needs maintenance, the same
maintenance problems as your chalets, we need
women's activities, such as a closed private pool
that respects the privacy of society's traditions.

Arabic
review

Human
translation

Google
Translator

MarianMT
Transformer

B. Multilingual Sentiment Analysis

In the multilingual sentiment analysis, two experiments
are performed:

1. Inthe first experiment, the system is trained using
the English dataset. It consists of 8000 tweets.
This is to make sure the SVM algorithm is trained
on large corpus. The tested data is the translated
Arabic dataset using Google translator and
MarianMT transformer.

The original Arabic and translated datasets are
combined in the second experiment, resulting in
a multilingual corpus. The total number of
tweets/reviews in this dataset is 13200, with 3300
positive and 3300 negative tweets/reviews in
each language. It is evenly distributed between
positive and negative Arabic and English tweets.
The classifier is trained and tested using this
corpus.

Table XI shows the results of the SVM algorithm for the
first experiment. As can be shown, when compared to the
monolingual sentiment analysis, the performance lowers to
around 72 percent on average. Despite the fact that the SVM
method was trained on a huge corpus, it was unable to predict
the class of around 28% of the dataset evaluated. The classifier
is trained on an English dataset and evaluated on a separate
culture-based corpus in this experiment. There are also
distinctions in the way words are constructed and in grammar.
We hypothesize that the decline in accuracy is related to the
linguistic and cultural differences between Arabic and English,
as discussed in the previous section.

TABLE XI. THE ACCURACY RESULTS OF THE MULTILINGUAL
SENTIMENT ANALYSIS
Training Testing Translator | 1-gram | 2-gram | 3-gram
Corpora | Corpora
English Translated Google 0 0 0
dataset Arabic Translator 72% 71% 70%
English Translated MarianMT 0 0 o
dataset Arabic Transformer 72% 72% 71%

In the last experiment, the English and Arabic datasets are
merged. The main purpose of this analysis is to test the
language detection capability of the SVM algorithm. the size
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of dataset is listed in Table XII. It is balanced size dataset,
consists of 6600 English tweets/reviews with 50% positive
and 50% negative tweets and the same number for translated
Arabic tweets/reviews. The results are shown in Table XIII.
It is clear that, the performance is improved (about 84%)
compared with the previous experiment (which is about 70%).
In other words, mixing the Arabic and English datasets gives
an accuracy of about 84%. That means the classifier was able
to detect the language of the tweet/review and predict the class
successfully.

All the achieved results are summarized in Table XIV. By
comparing the results achieved by [13] for Spanish-English
multilingual sentiment analysis it can be noticed that the
obtained average accuracy in [13] was about 60% although the
high presence of English words in Spanish language. In this
work, the accuracy is higher, although there is a big difference
between Arabic and English words. Moreover, the translation
process of Arabic language to English causes the accuracy to
drop by 4% in [35] which in this work the drop is only 1%.
However, the results showed that it is possible to avoid the
translation mistakes and problems by mixing different
language datasets, and the SVM classifier has the ability to
detect the language and make its predictions successfully.

TABLE XII. DESCRIPTION OF MIXED DATASET
Training Testing Positive Negative
dataset dataset tweets tweets
10560 2640 6600 6600
TABLE XIII.  THE SENTIMENT ANALYSIS ACCURACY OF THE MIXED
CORPUS

Feature Accuracy
1-gram 83%
2-gram 85%
3-gram 84%

TABLE XIV. SUMMARY OF THE OBTAINED RESULTS
Type # Training dataset Testing dataset Average
accuracy
. 1 Arabic dataset Arabic dataset 81%
Mson(t).llngutall 2 English dataset English dataset 87%
::allm:i: Translated Arabic Translated )
¥ 3 dataset Arabic dataset 80%
Translated Arabic English dataset
Multilingual | 4 datasct ¢ 71%
S:?]t;;n :ilslt Merged Arabic & | Merged Arabic & 249
Y 5 English dataset English dataset %

V. CONCLUSION

In conclusion, we looked into the impact of two translation
models on Arabic sentiment analysis: Google translator and
MarianMT transformer. The results revealed that translation
had no substantial impact on the classifier's performance.
Furthermore, the SVM classifier trained on the original
English dataset could not perform well with the translated
non-original English data for multilingual sentiment analysis.
SVM was also able to detect the language of the mixed
language dataset, which was a promising finding. The
integrated English-Arabic dataset achieves the best results,
with an average of 84 percent. SVM, on the other hand, can
successfully classify tweets/reviews in several languages
without the requirement for translation. However, it may be
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interesting to perform the same study using other classifiers
such as Naive Bayes (NB), Long Short Term Memory
(LSTM), and BERT.
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Abstract — Face Recognition is a technology that enables
people to identify faces using an image or a video clip.
Although it has been around for a long time, the task of
developing a robust and reliable system is still a bit
challenging, the human face can have only a limited number
of training images. In this paper, a new set of training
samples is generated from the original samples to increase
number of used samples by using mirror and the symmetry
property of the face. The Histograms of Oriented Gradients
(HOG) and The Local Binary Pattern (LBP) methods are
used to extract the features from the face images, in general,
increasing the number of training images upturns the
performance of face recognition systems and the recognition
performance is improved. The proposed methods is tested
and evaluated using OLR dataset which is widely used for
testing and comparing the accuracy of face recognition
systems. The experimental results show that the proposed
method has a recognition accuracy rates higher than the
traditional methods.

Keywords—face recognition, machine learning, hog, lbp.

I. INTRODUCTION

Humans are identified by their physiological,
behavioral, and biological properties by biometrics. The
necessity for biometric authentication is due these
difficulties with traditional password systems. Biometric
systems are compatible to all applications that need
authentication mechanism. Security identification accounts
for the demanding to use multibiometric systems, which
include several types of recognition, rather than non-
biometric systems. Face Recognition (FR) is a very
efficient and widely used identification technology which
is considered as a reliable and very high accurate biometric
system. Facial Recognition is a Biometric Artificial
Intelligence based application that can uniquely identify a
person by analyzing patterns based on the person’s facial
textures and shape. A facial recognition system is a
technology capable of identifying or verifying a person
from a video source. FR is one of the most active research
fields of computer vision and pattern recognition, with
many practical and commercial applications including
identification, access control, forensics, and human-
computer interactions. However, identifying a face in a
crowd raises serious questions about individual freedoms
and poses ethical issues. Significant methods, algorithms,
approaches, and databases have been proposed over recent
years to study constrained and unconstrained face
recognition. 2D approaches reached some degree of
maturity and reported very high rates of recognition. This
performance is achieved in controlled environments where
the acquisition parameters are controlled, such as lighting,
angle of view, and distance between the camera—subject.
Feature extraction step consists of extracting from the
detected face a feature vector named the signature, which
must be enough to represent a face. The individuality of

Proceedings of the ILCICT 2022

90

Mustafa Alwefati
University of Tripole
Tripole, Libya
mustafaalwefati66@gmail.com

the face and the property of distinguishing between two
separate persons must be checked [1,2]. In this paper, the
training set is increased by using two methods, using the
flipped and symmetry face techniques. The Histograms of
Oriented Gradients (HOG) and The Local Binary Pattern
(LBP) methods are used to extract the features from the
face images. There are many methods can be used to
extract the features from the face images such as: the Local
Binary Pattern (LBP), the Gray Level Co-Occurrence
Matrix (GLCM), the Gabor Filter, and the Histograms of
Oriented Gradients (HOG), since these methods perform
well for a texture feature extraction that could be used for
the FR. The performance of FR methods can be tested and
examined using some benchmark facial datasets such as:
Olivetti Research Laboratory (ORL), GT and AR datasets.

II. METHOD

In order to increase the size of the training data, new
training images are generated using the mirror and
symmetry property of the face,

A. Mirror Face Property

The human face has two sides, right and left, and using the
mirror feature, the right sides can be turned to become left
and vice versa as shown in figure 1. Using this feature,
new images of the same person can be created, which are
almost identical to this person.

(@ (b)

Figure 1 : a) original face image, b) flipped face image

B. Symmetry Face Property

Facial symmetry is one specific measure of bodily
symmetry. Along with traits such as averageness and
youthfulness it influences judgments of aesthetic
traits of physical attractiveness since those images
reflect some appearance of the face that is not shown
by the original images as illustrated in Figure.2.

TR aE I
.(a)/‘ (b) C (d) (e) “\ /‘

Figure 2: a) Original image, b) left side, ¢) rlght 51de, d)
mirror of left side, e) mirror of right side, f) integrating left
side with mirror, g) integrating right side with mirror.
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III. Feature Extraction

Feature extraction is a process of dimensionality reduction
by which an initial set of raw data is reduced to more
manageable groups for processing.

A. Local binary pattern (LBP)

One of the most widely used methods to analyze and
model texture is the LBP method. It could be basically
described as a 3 x 3 square operator. In each square, the
eight-neighborhood pixels were compared with the one in
the center. If the pixel values of the neighbors were greater
than or equal to the pixel value at the center, they were
replaced by 1. If not, then their values were replaced by 0.
Then, the new binary values of the neighbors were
concatenated to produce one decimal value that was
considered to be a new value for the pixel in the center.
The window was passed to the next pixel and the same
operation was repeated. These new decimal values
represented the histogram of the input texture [3,4]. the
algorithm of the LBP operation is given by:

LBPy, rexy) = EnfooS(gp —gc) 2VF (D)

where s is the sign function, Np is the number of
neighborhood pixels, g, represents the gray level value of
the neighboring pixels, and g. represents the gray level
value of the central pixels. 2F is required to produce
decimal values.

The traditional LBP analyzes the texture of the image and
thresholds a 3 x 3 square neighborhood as the center pixel
value. It only uses the sign information to produce the LBP
, as illustrated in Figure 3

Binary: 11110001 Feature vector
Decimal: 241

61 | 71 000

AR 1

Values

8 | 82 Lprypry

Features

Figure 3: The Local Binary Pattern (LBP) architecture

In a newer implementation, the LBP operation has
been upgraded to deal with any neighborhood size, by
replacing the square with a circle. This can be described by
(NP,R), where In a newer implementation, the LBP
operation has been wupgraded to deal with any
neighborhood size, by replacing the square with a circle.
This can be described by (NP,R), where R is the radius of
the circle used. Figure 4 illustrates an (8, 2) neighborhood.
Additionally, there are a number of other modifications to

the LBP.
rARR

e o (o

ert

Figure 4: Circular (8, 2) neighborhood
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The term LBPNp, R is used to describe the LBP operation,
the resulting histogram results in the necessary information
distributed in the image, such as edges, corners, uniform
areas, etc. The effective operation must take care of the
spatial information in the image, during the representation.
One strategy to accomplish this is to partition the image
into a number of small areas RO, R1, ..., Rm-1, where m is
the number of areas. If the size of the histogram is B, then
the length of the feature vector is mB. It is obvious from
this relation that the number of areas m determines the
length of the feature vector, which means selecting small
areas results in long feature vectors, leading to extreme use
of memory and a slow classification processing. Selecting
large areas causes a loss of spatial information. An
example of a preprocessed face image partitioned into
thirty-six windows and the resulting face feature histogram
are illustrated in Figure 5.

LBP Transformation ﬂ 2% jﬁ
R <

Face features histogram

A B

Figure 5: Example of a preprocessed face image partitioned into
thirty-six windows and its feature histogram using the Local
Binary Pattern (LBP)

B. Histograms of Oriented Gradients (HOG)

One of the very popular methods for feature extrication is
the Histograms of Oriented Gradients (HOG). It is one
type of descriptors that is used a lot in the human
detection.

The HOG concept is to compute the gradient orientation
and the gradient direct magnitude. To obtain the HOG of
an image, first, the changes in X and Y are computed, then
the magnitude and direction are obtained [5].

e Computing Gradients

The main operation of HOG is the derivative, or the center
difference, since, there are two derivatives, the x derivative
and the y derivative, once these derivatives are obtained,
the gradient magnitude and the gradient orientation can be
computed.

o fxth)— f(x—h)
f(x) = lim 2h (3.2)

The magnitude is given by:
s =JsE+ s (3.3)
And the orientation is given by:

= Sy
a arctan (Sy} (3.4)
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e Blocks and Cells

Figure 6 shows a face image, it is assumed that this image
is a 64x128 image, if this image is divided to 128 cells,
then some blocks are taken, for example the first block is
block 1 with 2x2 cells, then the second block is 50 %
overlapped, which block 2, so, each block is consist of 2x2
cells with size 8x8 which means 16x16, with 7x15 = 105
blocks in total.

Block 2

A

Block | ‘

Cells

Figure 6: The blocks and the cells

C. HOG Feature Extraction Steps

To calculate the HOG for an image with 64 x 128, for
example, the image is divided onto 16x16 blocks with
50% overlap, so therefore there are 7x15 with total of 105
of blocks, and each block consists of 2x2 cells, and the
size is 8x8, then the HOG is quantized with 9 directions or
bins, if the direction is not one of the bins then some kind
of interpolation can be done, also, the Gaussian can be
applied to smooth the histogram, then all the descriptors
can be concatenated since there are 105 of these block and
each one is 9 dimensional, this gives a very large
described, about 3780 dimension descriptor and this for
the whole image of the block in the image, as shown in
Figure 7

120

140 40

160 0

180 0 0 30 50 70 % 110 B0 150 170

Figure 7: The histogram quantization to 9 bins

The procedure of HOG for feature extraction can be
summarized in the following steps:

i. Compute the centered horizontal and vertical gradients
with no smoothing.

ii. Compute gradient orientation and magnitudes.

* For color image, pick the color channel with the highest
gradient magnitude for each pixel.

iii. For 64x128 image,

iv. Divide the image into 16x16 of 50% overlap.
* 7x15=105 blocks in total

v. Each block should consist of 2x2 size 8x8

vi. Quantize the gradient orientation into 9 bins.
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* The vote is the gradient magnitude.

* Interpolate votes bi-linearly between neighboring bin
center.

» The vote can also be weighted with Gaussian to down-
weight the pixel near the edges of the block.

Concatenate histograms (Feature dimension: 105x4x9 =
3780)

d. The Linear Interpolation

The better histograms can be found by doing the
interpolation. If there are 9 bins, and the range of the
gradient orientation is between [0° 180 °], this range is
quantized into these 9 bins, if the orientation has 85 °, and
since, there is no bin with 85°, in this case, this is split into
couple of bins which are closest to that, these bins are 70 °
and 90 °, since the difference between 70° and 85° is 15°,
and the difference between 90° and 85° is 5°, the values is
divided proportionally according to this ratio, that means
(5/20 = 1/4) and (15/20 = 3/4), and the histogram is
distributed according to this concept, as shown in Figure 8

85

IILJ l3/4

10 30 50 70 90

110 130 150 170

Figure 8: The HOG interpolation
e Feature Vector

Each block has its histogram; all the histograms are
concatenated to produce the final feature vector of the
whole image as shown in Figure 9

Figure 9: Concatenating the histograms
e Visualization

The visualization of the HOG, as in Figure 10, with some
blocks and each block has its histogram which corresponds
to the face regions, and some blocks give the dominating
direction for some certain region, which give the
visualization of the representation that represents the face
and calculates how much the distance from these different
parts of the face.
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Figure 10: The HOG visualization

By looking to the presentation (middle image), it is clear it
is representing a face, and this is used to recognize the
face. Once the descriptor exists, for lots of training
examples (faces), then any train techniques such of
machine learning can be used for FR by classifying the
face according to their features.

The HOG is a very strong and popular descriptor, and it is
a kind of global descriptor which looks at the whole
image. Authors propose this descriptor and they use it for
face detection and FR [6].

e (lassification

Support Vector Machine is a supervised learning tool
commonly used in classification and regression problems.
A computer program that uses support vector machines
may be asked to classify an input into one of two classes.
The program will be provided with training examples of
each class that can be represented as mathematical models
plotted in a multidimensional space.

The program plots representations of each class in the
multi-dimensional space and identifies a hyperplane or
boundary which separates each class. When a new input is
analyzed, its output will fall on one side of this hyperplane.
The side of the hyperplane where the output lies
determines which class the input is. This hyperplane is the
support vector machine [7,8].

l Margin
oo © Se -~ Hyperplane
.Q (e o) .
o® © O &
® o0 .-
Support Vectors

g8 o e e
@ ’ ° ...

Figure 11 support vector machine

e Olivetti Research Laboratory ORL

The ORL is a well-known face dataset that is used to test
FR algorithms. It has 400 images of 40 distinct persons, 10
images for each person. The dataset is varied in many
aspects. First, the images are taken at different times
during the lives of the people. Second, the images include
different variations and different facial expressions, such
as closed or open eyes, some are smiling, others are not. In
addition, there are a number of people wearing spectacles
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while others are not wearing spectacles. Furthermore, a
number of the images include up to twenty degrees of
tilting and rotation of the face as shown in figure 12.

Figure 12: Samples from ORL dataset [9]

IV. RESULTS AND DISCUISSON

These results are carried out using the images from ORL
dataset, in this part, all ORL dataset is used to test the
recognition system, the system is trained using 10% of
dataset and the rest 90% is used for testing, then 20% for
training and 80% for testing, up to 95% for training and
5% for testing. In this experiment, the Local Binary
Pattern (LBP) and Histograms of Oriented Gradients HOG
are used for feature extraction, this technique extracts a lot
of feature from the image and produce a long feature
vector that describe the information in the image. The
results are shown in Figure 8. The recognition system is
examined one time using original training samples (OTS)
and the second time using original with symmetrical
training samples (OSTS).

Tablel: The Recognition Rate of the ORL dataset using LBP
with SVM.

Type of Training set

training

samples 1 | 2

3|4|5

6|?|S|9

Fecognition Fate %%

(OTs) | 68 76| 87 91 92| 92| 94| 94| 95

(OFTS) [ 74 81| 20 91| 92| 93| 96| 96| 94

(OSTS) | 73 82| S0 %2 92 94| 96| 96| 94

(OF3T3) 74 82 S0 52| 82| 94| 96| 96| 95

ORL Dataset with LBP

OFSTS

1 3 5 7 5
Training 5amplesize

Figure 13: Recognition rate using LBP
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As we can see from Figure 13 and Table 1, as the number
of training samples increase, the accuracy increases
besides. Results using original with flipped samples or
original with symmetrical samples are better than using
only the original samples, and when using original with
flipped and symmetrical are the best.

Table2: The Recognition Rate of the ORL dataset using HOG

with SVM.

Type of Traming set
maning T3 3] 4] 5] 6] 7] 8] ¢
samples Recognition Rate %

(OT8&) 33| 68| B1| BR| B9 | 9| 93] 95|55
(OFTS) 4| T2 B4 B9 90| 93| 93| 4| o
{OSTS) 63 73| B5| 90| 91| 95| 93| 47|53
(OF5TR) ad| T3 B3| 90| 91| 93| 93| &7 o8

100 ORL Dataset with HOG
® 50
% 75 —e— 075
g 70 OFTS
Z 65 0STS
B0 OFSTS
1 3 _ra'n'ngESEmp eSize 7 2

Figure 14: Recognition rate using HOG

As shown in Figure 14 and Table 2, as the number of
training samples increase, the accuracy increases.
Similarly, the obtained results using original with flipped
samples or original with symmetrical samples are better
than using only the original samples and when using
original with flipped and symmetrical are the best where
exceeds 95%.
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V. CONCLUSION

This paper presents an effective method to overcome the
restricted number of the training sets using the flipped
method and the symmetry method.

Increasing the training set sample size with traditional
method increase the accuracy, but increasing the training
set sample size and using the flipping and symmetry
method to generate more train image provide higher
accuracy.
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Abstract—Exploring innovative and cost-effective creative
teaching methods is at the forefront of academic research in
chemical engineering. Due to the limited physical resources
available to engineering students in Libyan universities,
sophisticated training techniques are becoming more desirable for
successful operator training. Furthermore, events of unforeseen
circumstances, the COVID pandemic, for example, necessitates
improved educational adaptation and distance learning options.
Three-dimensional interactive virtual settings, similar to those
used in the videogame and movie industries, are being considered
in this aspect. On the other hand, Undergraduate students
frequently lack industry expertise, and they are unable to
understand the complexity of real-world process units, which may
be efficiently used to create learning environments. As a result,
students may graduate with insufficient professional hands-on
experience. Virtual reality proves to be a revolutionary technology
that can satisfy the demands of both academics and industry in
this respect. This article concentrates on chemical lab teaching
technology pedagogy and introduces virtual reality into Elmergib
university's chemical engineering education opportunities and
challenges. In order to implement sophisticated immersive
learning applications, the paper emphasizes the importance of
integrating virtual reality interfaces with computer simulations. In
addition, the research highlights the necessity for unique
educational effect assessment approaches for virtual-reality-based
learning evaluation. Finally, a running case study is shown to
completely comprehend and incorporate participants towards
using virtual reality technology in chemical engineering education,
as demonstrated by a lab safety course.

Keywords—Virtual  reality; Learning design;  Process
engineering; Educational technologies; Immersive learning.

L. INTRODUCTION

Virtual reality (VR) is a 3D, dimensional interactive
computer simulation that tries to completely immerse the user in
a virtual environment. It has been used in education for the past
decade. However, there is no complete appraisal of virtual
reality new emerging technologies in the chemical academic
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engineering background in the literature. In the instance of
academia, Patle er al examined the state and research
opportunities for virtual reality contributions in chemical
engineering education from 2000 to mid-2017 [1]. So far, this is
the only literature review that has been done in this field. On the
other hand, the authors neglected to address wider technological
and pedagogical difficulties, as well as the numerous
mathematical models that may be included in Virtual reality-
based systems. This article provides an overview of the use of
virtual reality (VR) in chemical engineering education, with a
focus on implementations in higher education and the process
market. This article is addressing both benefits and drawbacks
of using virtual reality in education, focusing on the crucial areas
of technology and pedagogy. The purpose of this article is to
examine current educational benefit evaluation methodologies
as well for engineering and technology virtual space. It would
also look into the more significant pedagogical implications and
research prospects in this sector. In light of this study's general
objective, rather than virtual labs, the evaluation will be applied
to virtual-reality-based case studies.

IL.

In academia, several research attempts have been published
in the literature to bring genuine process plants to a university
setting using virtual reality technology. However, student plant
visits and industrial field trips are difficult to schedule regularly
due to logistical challenges and associated expenditures. In
addition, students are not permitted to operate process
equipment in a real-world environment. As a consequence, most
biochemical science and engineering students lack the requisite
exposure to process theory and opportunities to apply it to real-
life situations. Hands-on training simulators are also important
in the process sector for the training of qualified operators.
Traditional instruction simulators, on the other hand, lack
authenticity and do not provide operatives with practical
learning expertise in various unforeseen and risky circumstances

(2], [3].

LITERATURE REVIEW
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III.  VIRTUAL REALITY FOR CHEMICAL ENGINEERING

ACADEMIA

Three core domains for chemical engineering education
have been identified as having promises and shortfalls as a result
of the literature review. That encompasses the fields of
technologies, pedagogy, and socioeconomics, among others, as
seen in Figure 1. Virtual reality is commonly utilized in
chemical curriculum and instruction as a visual aid for
displaying three-dimensional images of process units in the
technical realm. It might, however, be supplemented with a set
of sophisticated mathematical models that allow for advanced
techniques in an immersive setting. Concurrently, university
students' technical ability to accept virtual reality technology in
learning is critical [4]. The literature in the field of education
reveals two major difficulties.

To begin with, it recognizes the need to evaluate the impact
of virtual reality technology on chemical engineering education.
Second, there is a range of groups of students with various
learning objectives. Finally, the data reveal that the literature
promotes the use of virtual reality technology in chemical
engineering education, but that adoption is constrained. The

State of

Qe Art
D

Figure 1: The highlighted domains with research opportunities for
chemical engineering education.

challenges that come with them are looked at from the
perspective of a broader organizational foundation.

The CAD application is used to generate three-dimensional
models of diverse process equipment and operational processes,
much like any other computer-aided design; possible
technological challenges include developing virtual reality tools
for chemical engineering education. Commercial virtual reality
software is also used to generate realistic three-dimensional
virtual environments using the CAD model as an input. Virtual
reality headsets and optical sensors, for example, can help to
make the experience even more lifelike. Mathematical models
might also be integrated into the virtual reality interface to
provide interactive learning activities for educational reasons.
The virtual operation of dynamic process plants, the testing of
significant mishaps, and the simulation of probable explosions
in a chemical reactor are all examples of mathematical models
in chemical engineering education (Nortonet al., 2008; Patle et
al. 2019). To construct dynamic process simulations and
interactive learning modules, users can utilize first-principal
models, data-driven models, or a combination of both. Figure 2
depicts a summary of the main modelling methodologies for
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virtual reality-based systems, as well as their distinguishing
characteristics.

First-principle models may be used to represent the genuine
behaviour of process plants using comprehensive
thermodynamic property models and transport equations. First-
principle simulations have been used in research to improve the
instructional capabilities of virtual reality-based systems in
chemical engineering. Pirola and colleagues used AVEVA's
DYNSIM software to create a dynamic simulation of a crude
distillation unit facility [5]. DYNSIM is a commonly used
programme for using first-principle models to describe the
dynamics of process plants. The programme comprises
thermodynamic models for the complete process plant, as well
as mathematical equations for the many unit processes. In
process engineering, data-driven models, also known as
machine learning models, are used. A digital twin model is an
example of a data-driven model. A virtual version of a physical
processor or system that may be used to track it in real-time is
known as a digital twin [6]. Hybrid models, in addition to classic
first-principle models and data-driven models, must be created
to fully capture the complexity and unpredictability of real-
world processes [7]. This hybrid method frequently employs a
combination of first-principle models and data-driven models to
increase the modelling capabilities of immersive process plants.
Using virtual reality-based educational systems, a combination
of models may be utilized to create a variety of realistic learning
scenarios for testing.

IV. EDUCATIONAL VIRTUAL REALITY IMPLICATIONS IN

CHEMICAL ENGINEERING

Virtual reality environments in educational contexts are
increasingly being used, with potentially significant pedagogical
consequences for chemical engineering education. There are
two studies, [8] and [9], that suggest potential teaching and
learning benefits from the use of such settings. Furthermore,
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Figure 2: A glance at the various modelling methodologies used in
virtual reality systems.

owing to the active rather than the passive way of learning,
interactive virtual reality-based settings can provide better
benefits [10]. Virtual reality is projected to provide the following
notable benefits in the field of chemical engineering education.
Students or operators can use the virtual interface to study at
their own pace, which is not possible in a real-world process
plant and without any space or time limits. The user is allowed
to control the virtual camera's movement inside the interactive
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learning environment [10]. Virtual reality will enable users to
learn in a safe environment while participating in various what-
if scenarios that need teamwork and coordination [11], [12].
This assures compliance as well as exposure to a variety of
potentially hazardous scenarios. Using a real chemical plant, on
the other hand, may not be possible. Process operators may learn
a lot by creating virtual avatars or digital representations of
themselves to experience teamwork during simulated plant
shutdowns, emergencies, and evacuations [13], [14]. Students
who participate in multiplayer activities as undergraduates are
better equipped to enter the workforce after graduation.

The majority of research focuses on the short-term benefits
of virtual reality while neglecting the long-term disadvantages.
As aresult, innovative approaches for assessing virtual reality's
educational impact on a group of users are necessary. The long-
term learning benefits and limitations of using immersive
environments should be researched further compared to
traditional classroom-based education. Students studying
chemical engineering at the undergraduate level have a sound
scientific foundation, but they often struggle to visualize the
scale, scope, and complexity of real-world process plants.
Process operators, on the other hand, have a good awareness of
operations but not a thorough theoretical understanding of the
processes' logic. The vast majority of studies overlook the option
of leveraging the same immersive virtual environment to fulfil
academic and corporate instructional needs. Undergraduate
chemical engineering students and process operators, for
example, prefer visual explanations over traditional text-based
learning [15]. Unlike traditional classrooms, virtual and digital
learning environments can accommodate a diverse spectrum of
student users. Younger students, lifelong learners, and students
who are unable to physically access or afford traditional learning
facilities can all benefit from virtual reality learning. The
societal impact of the empowering component of virtual
learning has yet to be determined. More study is needed to
evaluate virtual reality's more significant educational value on
the student user population.

Virtual reality use has several advantages in the classroom.
Scenario studies to assess if the benefits outweigh the costs
might be useful in this case. There are also social difficulties
with virtual reality technology for education, such as the
necessity for application deployment and additional skills,
which may limit its adoption and use. Investigating the virtual
lab safety course is the goal of this research in the chemical
engineering design course to see if it can be utilized in
undergraduate chemical engineering instruction. It will be
compared to real-world laboratory experiments, and it will be
documented using standard laboratory notebook formats. A
technical test on the lab safety course will be administered
before and after the virtual activities to assess the degree of
learning. In addition, a mechanism for evaluating virtual reality's

educational impact on undergraduate students will be
established.
V. CASE STUDY: USING LABSTER VIRTUAL

LABORATORIES AT ELMERGIB UNIVWERISTY'
CHEMICAL ENGINEERING DESIGN COURSE

Virtual lab simulations enable students to do laboratory
experiments while also examining complicated concepts and
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theories without needing to commute to a physical science lab.
Labster VR lab simulations, as shown in figure 3, which
demonstrate science at the molecular level, are available to
students for free. They can then use their scientific knowledge
and sophisticated laboratory equipment, as in figure 4, to real-
life challenges involving chemical processes. 3D learning that
is gamified in a virtual environment may be a laboratory or
imaginary plains, with a captivating narrative and a scoring

Figure 4: VR sophisticated laboratory equipment

system. Labster provides virtual laboratory simulations in
chemical engineering, biochemistry, biotechnology, chemistry,
physics, and other Scientific areas; Labster can help students
succeed and help students improve their learning outcomes.
Labster users usually observe an improvement in average
student grades. Improve student participation, and they choose
to spend more than a few hours of their free time looking at a
screen every day. Anyone may meet them in their natural
environment and creatively teach them science with these
realistic, 3D scientific simulations. The proposed VR tool uses
gamification and storytelling strategies to keep students
interested in the course material. The VR helps instructors to
make students familiar with the lab, which may be frustrating
and dangerous if students don't know how to interact with the
science lab. The understudy VR lab can provide learners with a
realistic virtual lab simulation before they do any genuine
experiments in the real lab. That means students are free to
make as many mistakes as they want and repeat their
experiments as many times as they want with no negative
implications in the real world. Personalize education for
individuals with different requirements; some students may sail
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through the lab modules while others struggle. The VR lab can
help differentiate learning so that each student can work at their
own pace. According to our research, students with lower levels
of knowledge and ability tend to catch up with their peers while
using the platform and practice as much as they can at their
computer, as shown in figures 5 and 6. Instructors can save time
by keeping track of the students' progress. Everything that

Figure 6: VR lab interactive with students simulating real lab

student does in this VR lab, including the number of quiz
attempts, quiz question responses, time spent playing, and final
grades earned, as in figures 7 and 8, is available to the course
instructors and student group LMS as in Google Classroom.

During the simulation | will ask you multiple-choice questions with four options. Only one
it outt
What s my name?

Click on the THEORY tab to find out.

a) Dronald

b) Merry Marie

[0 or-one

d) Al-ssistant

Figure 7: VR lab interactive, guiding, and assessing students
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Well donel That i the correct answer.

wrectly your SCORE wil increase. You wil get 10
rectly on the firsttry. For every additional attempt, 2

Figure 8: VR lab progress assessment with multiple questions

As an outcome, an instructor can be able to keep a continual
check on the learners' progress and make adjustments based on
behavioural data. Students should be taught to think in a
scientific manner. VR lab is more than simply a laboratory
simulator. It is the go-to teaching assistant, giving the
participants the context they need to fully grasp the concepts
instructors are teaching and make connections with their
classmates. Instructors will be able to keep track of their
student's grades and progress using the combination of the VR
lab and the learning management system that can be connected
with their dashboard. It allows for a comprehensive
examination and analysis of students' efforts. At any point
during the process, the instructors may see which simulations
their students have started, their score, the number of attempts,
and more.

Students' grades may be viewed in two ways: on the Grades
page of Google Classroom or the VR lab dashboard. The
dashboard will appear as an assignment in the Google
Classroom course, as in figure 9, if the instructor adds a new
simulation to the course work. When the course students play
the simulations, the grades will be appropriately updated. The
instructor can keep track of the class students' progress on the
VR lab dashboard and monitor students' outcomes, as shown in
figure 10. The instructors' dashboard allows them to monitor
their students' grades and progress. It allows for a thorough
review and analysis of students' efforts at any level of
completion. Instructors can see which simulations they've
started, their score, how many quizzes they've attempted, and
when they finished them, among other things.

= Google CLassroom of CHESS0 Design of Cherical Engineering...  suesn  Claswork  eopis  Orader

Teachers &

Students

0Oo0Do0oooO0ODODOOO

[a}
®

Figure 9: VR lab Assigned Training as Assignment #5 to
Design Engineering Students at Elmergib University Google
Classroom of CHE580 Course Portal.
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Figure 10: Google Classroom Grading Portal with the VR lab
Assigned Training Assignments.

This study from Elmergib university's chemical engineering
department examines the usage of virtual reality (VR) on nine
registered fifth-year students to the design engineering course
CHES80. This integrative review paper is a preliminary phase
toward reporting to the scientific department committee on
alterations to the course curriculum as engineering education
development, with a focus on applications in academia and the
process field. The study will evaluate the advantages and
disadvantages of utilizing virtual reality in chemical
engineering education, with an emphasis on the primary areas
of design technology, pedagogy, and socioeconomics.

VI.  VIRTUAL REALITY TEACHING ISSUES ASSOCIATED WITH

THE CHEMICAL ENGINEERING EDUCATION SYSTEM

Adding mathematical models to virtual reality tools for
advanced educational applications is universally acknowledged,
enabling students to comprehend the conceptual framework as
well as its outcomes in a virtual reality environment. Virtual
reality is still in its early stage in respect of deployment and
implementation in chemical engineering education and
curriculum. The hereunder are amongst the prominent obstacles.
Despite the fact that the implementation of such virtual reality
instructional practises necessarily implies instructors with
scientific awareness in video gaming design and development,
as well as expertise in chemical engineering, undergraduate
process modelling methodologies, and the acquisition of
additional skills and resources. Faculty members in chemical
engineering must collaborate with scientists and experts to
guarantee certain VR technology will be used effectively in the
classroom. The lack of access to virtual reality sophisticated
unique hardware systems to undergraduates may jeopardize the
professors' objective experiential learning.

VII. THE PROSPECTS OF CHEMICAL ENGINEERING
CURRICULUM AND INSTRUCTION: VIRTUAL REALITY

Virtual reality's prospects for the future in chemical
engineering and education are promising. Anticipate seeing a
significant rise in the use of this technology in the near future.
The developments point to VR's future progression. Due to the
limits imposed by Corona, the development's methodology had
to be modified. Instead, the educator utilized a VR programme
and broadcast the VR visualization over Zoom or any other used
teaching platform. The other instructors and learners may see the
3D displayed science using basic VR goggles and their smart
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cellphones, and the instructor orally communicated what was
presented on the screen. Almost all students evaluated on the
usage of a few VR trials were favourable when it came to recent
technological releases, claiming to welcome the opportunity to
explore new digital teaching tools. Even though, prior to this
course at Elmergib University, most students had never explored
virtual reality for instructional reasons. As a result, students had
high expectations when it came time to participate in the VR
trials. Students said that the VR technology was quite beneficial
after the course projected lab training. Students' enthusiasm for
learning more about the benefits and drawbacks of utilizing
virtual reality to visualize chemical engineering processes
stemmed from their notion that virtual reality technology may
be helpful in their future jobs. Due to the possible VR and Zoom
combination of the teaching pedagogy, instructors were able to
teach without, or with a very little chance of, Covid spreading.
Virtual reality is clearly a practical visualization approach,
providing students with engaging, pleasant, and stressful
environments in which they may engage and be creative. In
university studies, the relevance of creativity in the chemical
engineering curriculum has developed, as has the use of virtual
reality.

VIII. CONCLUSION

This research paper has looked at the current level of virtual
reality technologies in chemical engineering education. Interest
is there in academia and industry in using virtual reality in
chemical engineering. Various projects have attempted to
construct virtual process plants that may meet both industrial
and academic instructional demands. In the core fields of
technology, pedagogy, and virtual reality-based education, the
report recognized prospects and drawbacks. The study
emphasized the need to use mathematical models to supplement
virtual reality interfaces and addressed the modelling
methodologies used in such systems. The report also addressed
the critical pedagogical advantages and disadvantages of such
schooling. In order to evaluate virtual-reality-based learning, the
article emphasized the necessity for unique educational effect
evaluation approaches. A case study was also provided to
analyze the consequences and obstacles of the gradual adoption
of virtual reality tools in chemical engineering education. It may
be argued that during the COVID pandemic, virtual technologies
have become more promising. In this light, virtual reality might
be regarded as a powerful tool for remote learning in chemical
engineering education. Such experience, it is acknowledged,
cannot replace physical industrial field trips. Whereas a genuine
experience is not feasible, however, such virtual technologies
offer high-quality substitutes. The ultimate objective for
conducting this research was mainly to explain a set of VR-
based teaching modules used at Elmergib University, with an
emphasis on the pedagogical concerns that were addressed
throughout the VR models' use. In terms of content, there are
three essential levels of instruction when using the VR case
study methodology.

The operator must first learn about the many chemicals used
in the process, the risks associated with them and how to avoid
them, and the appropriate Personal Protective Equipment.
Before beginning the task, this phase focuses on learning about
the procedure's risks and requirements for safety. The learner is
then given the opportunity to learn and practise the response
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technique in accordance with the Standard Operating Procedure.
The student controls the toolsboth manually equipment
identification and via the control screen next to the tools
presented. In a unique mode, emergency events are added to the
simulation, and the student must detect them and execute the
relevant Emergency Standard Operating Procedure to resolve
the issue before it becomes a catastrophic accident. The authors
also looked at the potential of virtual reality as a widespread data
distribution medium, with the goal of using it in scientific
visualization and practical engineering applications in the years
ahead. The authors would like to start expanding VR as a
beneficial tool in Elmergib Chemical engineering courses,
starting with relatively high scientific visualization and the
implementation of virtual accident scenarios to reduce
laboratory mishaps.

Furthermore, while the current study demonstrated that the
virtual intelligent online operator could provide authentic
updates for students' learning, it is uncertain whether this type of
VR training, which includes monitoring aspects, is as effective
as traditional classroom settings. Students can acquire hands-on
lab training virtually before they graduate from universities in
Libya that don't have enough funds to operate engineering labs
with the necessary instruments and chemicals. Future research
should look into how effectively the VR feedback aspects of
other engineering and science courses are built pedagogically
and technologically. In addition, further research should seek to
train students to collaborate well in groups of students in virtual
reality environments. Finally, research into the short- and
medium-term effects of incorporating virtual reality into other
engineering courses for fundamental science learning is critical.
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Abstract— The rise of digitalization has transformed the
economy and business in various countries under the shade of
technology. Libya, as many other countries, witnessed an
incredible rise in technology that poses the way to a full digital
transformation aiming to uplift the standards of living. In this
paper, we discuss the role of Blockchain technology in digital
transformation and present the researchers work different
applications aiming to support the digital transformation in
Libya. We argue that Blockchain technology could play a vital
role in digital transformation within a Smart City vision, as well
as e-government.

Keywords: Digtal Transformation; Blockchain; Smart City, E-
government.

L

During the last few decades, there was an exponential
increase in the usage of various smart applications such as
smart healthcare, smart homes, energy management and smart
grids etc. Besides the usage of the global Internet network for
data transferring had enriched the provided features through
the interoperability between different sectors. This paved the
way for the digital transformation agenda all over the world.

INTRODUCTION

However, for all the aforementioned smart applications,
security and privacy are major concerns. Researcher and
developers have put great efforts to propose new technologies
and techniques to enhance the security levels in smart
services. However, the existing solutions are either based
upon the
centralized architecture (having single point of failure) or
having high computation and communication
costs [1]. We argue here that Blockchain technology can be a
good solution to overcome the limitations in existing smart
systems.

The Blockchain is a novel disruptive technology based on
cryptography. It has been known for the work of Nakamoto in
2008 that showed how this technology can become the core
component to support transactions of the digital currency
“bitcoin” [2] and address the double spending challenge for
digital currencies. Additionally, Blockchain is a decentralized
data structure and management technology developed to serve
as a public ledger. With the introduction of Blockchain, many
fields such as finance, accounting, and real estate will receive
a positive impact using the benefits of this technology.

A Blockchain, is basically a growing list of records, called
blocks, which are linked using cryptography. Each block
contains a cryptographic hash of the previous block, a
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timestamp, public key of the next owner, and transaction data.
By design, a blockchain is resistant to modification of the data.
It is "an open, distributed ledger that can record transactions
between two parties efficiently and in a verifiable and
permanent way". For use as a distributed ledger, a blockchain
is typically managed by a peer-to-peer network collectively
proof-of-work adhering to a protocol for inter-node
communication and validating new blocks. Once recorded, the
data in any given block cannot be altered retroactively without
alteration of all subsequent blocks, which requires consensus
of the network majority. Ownership verification is done by
checking the signatures.

This paper provides a comprehensive view of the factors
affecting digital transformation process and describes some
applications to facilities digital transformation of main sector
in Libya. The selected applications have been implemented as
proof of concept by the team.

The rest of this paper is organized as follows: Section II
discusses the digital transformation process and enablers
technologies. Section III introduces the Blockchain
technology. Section IV overviews three applications our team
developed based on Blockchain technology from digital
transformation. Section V discusses the future trends in
Blockchain applications. Finally, Section VI concludes the

paper.
II.

Initially, it is necessary to understand the difference
between two basic terms associated with digital
transformation: digitization and digitalization. These terms
are often used interchangeably with digital transformation, but
they refer to very different things. Digitization is the process
of converting information from a physical format to digital
format. It means converting something non-digital into a
digital representation to be used by computer systems and
automating processes or workflows. Digitization enables
creating business value, which needs data. It helps to lay the
foundation for business use cases that leverage the data
management. For example, scanning a paper document and
saving it on a hard drive as a digital document, like PDF
format. While that, digitalization is the use of digital
technologies and digitized data to impact how work gets done,
transform how customers and companies engage and interact,
and create new (digital) revenue streams.

THE PROCESS OF DIGITAL TRANSFORMATION

According to McKinsey, digital transformation is
rearrangement of technology, business models and
processes as to ensure new values for customers and
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employees in constantly changing and developing digital
economy [3]. The COVID-19 crisis has brought about years
of change in the way companies in all sectors and regions do
business. New strategies and practices are required to stay
competitive in the new economic environment. The following
technologies could be considers as driving factors expediting
Digital Transformation [4]:

1) Industry 4.0: with the fourth industrial revolution, it is
foreseen that manufacturing process is digitized, machines
are directly connected to each other and personalized
manufacturing is possible.

2)  Artificial Intelligence (Al): Al algorithms enables the
digital system to learn, understand and judges itself. Thus,
manufacturing could occur by robots having Al without
human intervention and they are in continual learning and
improvement.

3) Internet of Things (IoT): 10T is growing exponentially
converting the physical world into a massive information
system. It consists of interconnected devices from simple
sensors to smartphones and wearable devices. IoT is an
infrastructure open to new innovative information
technologies.

4) Cloud Computing: a general term of internet based
information services providing computation secrives in
multiple levels.

5) Big Data: an evolving term used to describe any large
amount of structured, semi-structured or unstructured data
that has a potential to be mined for information. Big data help
designers to derive decisive customer needs from the existing
data to improve and develop designs.

6) Robotics: Robots contiutes to provide more
exceptional ability and intelligence to automate tasks.
Moreover, industries advanced high flexibility and shorter
delivery time for products to the market.

7) 3D Printers: 3D printing belongs to a class of
techniques known as additive manufacturing. Today, 3D
printing can create objects from a variety of materials,
including plastic, metal, ceramics, glass, paper, and even
living cells. It’s proclaimed that 3D printing will bring “the
next industrial revolution.” [5].

In order to get benefits from these technical drivers,
companies and government authorities should transform their
organizational structures and business making cultures
starting from manufacturing technologies to management
percepts as to get a productive digital transformation. The
benefits from re-analysis the structure and processes are
significant.

II1.

Principally, Blockchain is a distributed database where
assets can be stored and exchanged through a decentralized
peer-to-peer network of computers. What distinguishes
Blockchain from other databases is that the Blockchain ledger
is an append-only database. Information in the Blockchain
ledger cannot be changed or altered, i.e. every entry is a
permanent entry. Furthermore, every entry is combined with
the digital signatures of issuers. Thus, Blockchain technology
provides good security for the user’s data and also the
transaction data.

BLOCKCHAIN TECHNOLOGY OVERVIEW
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The Blockchain ledger is a growing list of records, called
blocks, which are linked using cryptography algorithms. Each
block contains a cryptographic hash of the previous block, a
timestamp, and transaction data (Tx). Any attempt to change
the data inside a block necessitates rehashing, not only the
block relevant to the transaction but all subsequent blocks.
This is possible theoretically, but it’s impractical since the
blocks grow continuously as other nodes add blocks to the
Blockchain [2]. The data which is stored inside a block
depends on the type of Blockchain application. For example,
a Bitcoin block contains information about the sender, the
receiver, and the number of Bitcoins to be transferred. The
first block in the chain is called the Genesis block.

Each node in the Blockchain network is assigned two keys
(Public key and Private key). The assets are distributed
through the network, but only the owner who has the private
key can make transactions on this asset. The other computers
node in the network act as validators for the transaction
(miners) [6]. Each transaction is verified for validity by the
nodes in the Blockchain network, before recording it as a new
Block into the Blockchain ledger. The nodes reach an
agreement on which transactions must be kept in the
Blockchain to guarantee that there will be no corrupt branches
and divergences

There are many different blockchain network types. They
can be distinguished depending on who can read, execute and
validate transactions. Mainly, Blockchain networks are
categorized into two types: public blockchain, and private
blockchain. In public blockchain transactions are stored in
different nodes in the distributed network, so it is nearly
impossible to tamper with the public blockchain. In addition,
propagate transactions and blocks as there are a large number
of nodes on the public blockchain network. Taking network
safety into consideration, restrictions on the public blockchain
would be much strict. As a result, transaction throughput is
limited and the latency is high. Moreover, everyone in the
world could join the consensus process of the public
blockchain [7].

As for the private chain, it is fully controlled by one
organization that could determine the final consensus, while
the read permission depends on a private blockchain. With
fewer validators, private blockchain could be more efficient.
The private blockchain is fully centralized as it is controlled
by a single group. Different from public blockchain, a priviate
blockchain is permissioned where one node needs to be
certificated to join the consensus process in consortium or
private blockchain [8]. Depending on the Blockchain type,
different consensus mechanisms exist. The most well-known
is the Proof-of-work (PoW). PoW requires solving a
complicated computational process, like finding hashes with
specific patterns. Interested readers could refer to [9] for a
good survey on consensus mechanisms.

The Blockchain technology cannot only process currency
transactions but can also ensure that transactions comply with
programmable rules in the form of “smart contracts”. A smart
contract enables two or more parties to perform a trusted
transaction without the need for intermediaries. How
transactions are verified and added on the blockchain
guarantees that conflicts or inaccuracies are reconciled and
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that in the end there is only one valid transaction (no double
entries). Many security researchers consider Blockchain as a
promising solution to achieve a trusted Smart system, due to
its capabilities such as immutability, transparency,
auditability, data encryption, and operational resilience [10]

[11].

IV. APPLICATIONS FOR LIBAY DIGITAL
TRANSFORMATION

Digital platforms as technical infrastructures and their
ecosystems of social actors continue to change entire
industries. New business models and ideas have evolved
recently, utilizing the Blockchain’s transparent and
decentralized platform. In this section, we describe three
applications that aim to enable the digital transformation in
Libya.

A. Traceable Cargo System

Distributing heat-sensitive products (Drugs or vaccines)
from manufacturer to patient is a very critical concern in many
developing countries due to the hot climate and poor
infrastructure. Cold chains define complex distribution
processes by analyzing data constantly from the manufacturer
until verifying the product to the consumer. This chain
involves measuring, controlling, and documenting real-time
values with absolutely no room for errors. Accordingly, cold
chains should be monitored carefully to control the
temperature and prevent broking the chain. For this project,
we propose a traceable cargo system based on the Internet-of-
Things (IoT) and Blockchain technologies. The use of IoT
technology contributes to monitoring and recording
temperature and humidity measurements through the whole
chain. While Blockchain technology provides a decentralized,
secure, and immutable shared ledger, which grantee data
integrity. More important, the Blockchain’s digital ledger is
able to define the responsibility of any violation in the cargo
in the supply chain.

In our use case, where vaccine packages are transported
through a long road in different climatic conditions to
consumers, the packaged vaccine shall be equipped with
temperature and humidity sensors. The temperature and
humidity data shall be aggregated at regular time intervals
along the cold chain. To avoid any manipulation with the data,
the Blockchain network will be in charge. A Smart Contract
will be defined to control the operation of the whole system
with reflection to the agreements between counterparties.

According to Henri [12], the details of the contract should
always be publicly visible to all participants. During the
transportation process, the current counterparty (CP) holding
the cargo specifies the next CP responsible. The handover
information along with the temperature and humidity data gets
written inside a block and added to the Blockchain. This
enables the cold chain owner (OW); usually the vaccine’s
manufacturer; and any cold chain observer (OB); the buyer
and transporting companies; to figure out which counterparty
is liable at any time. The system workflow in Fig. 1 indicates
all possible states of the Smart contract, as well as the
transition functions for each state. It also indicates when
telemetry data is collected, and how the Smart contract
specifics are enforced, should there be any humidity or
temperature issues during the transportation process.
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The Smart Contract is initiated in the Created state by the
manufacturer (owner). From this point, the sensors are started
to aggregate data to track the containers. Whenever the
responsibility of the cargo is transferred, the state changed to
In transit state. This state indicates which counterparty is
responsible for the transferred goods (vaccines in our use-
case) as well as ingesting telemetry. If the cargo reached its
destination and contract rules have been verified, this will
change the state to completed indicating that the smart
contract ended successfully. However, if any of the contract
rules have been broken during Created or In transit states,
then the state will be changed to Out of compliance state
indicating that the smart contract ended because of failure.

The system architecture adopted in this research is shown
in Fig. 2. Each shipment consists of one container that
contains a number of boxes. So, a smart sensor will be
assigned to each box that communicates with a gateway in the
container through Wi-Fi or Bluetooth. The gateway
communicates with the IoT Hup to record telemetry data and
device ID in a database. If the readings are out of the desired
range, then it will be sent to the Blockchain network and the
smart contract will be updated. An intelligent IoT gateway has
been chosen to be implemented on a Raspberry-pi board to
ensure M2M communication, as well as processing the data

locally because it is not connected to the internet all the time.
However, system implementation in real life has some
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Fig. 2. Tracable Cargo System Architecture
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challenges, as the IoT gateway could not communicate
directly with the private Blockchain because of using the NAT
server. This can be solved with the usage of IPv6 where all
machines can have public IPv6.

B. Central Bank Digital Currency (CBDC)

The Central Bank Digital Currencies (CBDCs), or national
digital currencies, are virtual currencies that are issued and
controlled by the central bank (banking regulator). Hence,
they are fully regulated by the state. CBDCs are not
decentralized, like most cryptocurrencies; instead, they
represent fiat money, only in digital form. Many banks around
the world have started to investigate the new technology and
test how to include it in their banking systems. Many
considerations should be taken while proposing a fiat
cryptocurrency, some of them related to technical aspects and
others to monetary policy, financial stability, and legislation.
Our team has developed, based on Blockchain technology, a
Libyan digital coin (E-Dinar) that can be issued and controlled
by the Central Bank of Libya (CBL).

CBL has been providing the public with cash banknotes
and coins to use for payments. Cash has been considered as a
preferred means of payment and has the confidence of Libyan
citizens and facilitates trade in goods and services. Today's
electronic and mobile payment markets are mainly in a
situation in which payments that are intensively accessible to
citizens /businesses are issued and controlled by private
agents. If the state, via the central bank of Libya, does not have
any digital payment services to offer as an alternative to the
strongly concentrated private digital payment market, it may
lead to a decline in competitiveness, cash availability, and a
less stable payment system, as well as difficulties for certain
individuals/business entities to make payments.

The current electronic/digital payment technologies in
banking applications are still not ideal in many ways; firstly,
the Libyan traditional electronic transaction systems require a
manual intervention to work, it also based on trusted third
parties. This will increase the underneath technology costs as
it requires manual intervention work and periodic integrity
checks [13]. Additionally, the current financial ecosystem,
which is based on the behavior of its third parties, has proven
short-sighted. Consequently, that has resulted in major crises
in the global economy and led to a decrease in the level of trust
in the ecosystem. [14] In addition to other economic
challenges related to cryptocurrencies such as bitcoin,
including money laundering, terrorism, price volatility,
inflation, etc., Other problems are related to the Libyan case,
such as liquidity problems and a lack of integration with e-
commerce.

In this work, a pilot prototype was implemented and
evaluated to develop the Libyan CBDC based on a private
Blockchain network. Additionally, this research work has
addressed the benefits and challenges that might arise during
the running of such banking model. Figure 3 illustrates the
proposed model scenario with four nodes (Commercial Banks
and Central Bank) considered as validating nodes in this
system, all nodes will share a common distributed ledger. As
it is shown in Figure 3, the client sends a transaction proposal
to the commercial banks, this transaction includes the identity
of the client, the transaction payload, receiver public key and
transaction id. The commercial banks will validate the
transaction by checking the balance of the sender and its
identity without updating the ledger. Then they will send the
results in signed messages to the client that collects the
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required percentage of conciseness according to a
predetermined policy. Once the client has collected enough
correct responses, it will send the transaction to the Central
Bank, which will collect and put them into blocks and then
send them to commercial banks to be reflected and committed
into the ledger.

The model of the Libyan dinar was designed based on one
of the well-known frameworks known as CBCD two-tire
model Figure 4, This model can also be modified in the line
with the policies of the Central Bank or developing new
policies to ensure the standards of safety and privacy on one
hand and the national economic interests on the other hand.
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Fig. 4. Tow-tire CBCD model for E-dinar

The following are the working steps of the e-dinar
prototype model, Figure 5:

1) The issuance department of the Central Bank issues
the encrypted digital currency based on a decision of the
Governor of the Central Bank of Libya according to policies
of the country.
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2) The Central Bank appoints some agents or distributors
for electronic currency. These agents perform two basic roles;
The first role is to create user accounts, this role will be
dispensed with if there is a national electronic identity for
citizens.The second role is to provide citizens with an
electronic copy of the Libyan dinar in exchange for a paper
copy of it, and vice versa. In this case, It's not necessary to
have a bank account.

3) Upon a pledge request of commercial Banks, the
central bank replaces the regular currency in the bank
accounts with digital currency.

4) Transferring process of EDinar in trading will be done
using mobile electronic wallets.

5) The settlement process will be done automatically
within the same moment and the ledger will be updated too.
In addition, the team has developed a mobile application for
the end users to login to their accounts and perform money
payments. Figure 6 shows the app interface.
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Fig. 6. The way how electronic currency model work

C. Digitalization of Libyan Land Registry

Land registration refers to a system whereby ownership
and land-related rights are recorded by government authority.
These records provide evidence of title, facilitate transactions,
and prevent fraud. In Libya, the current land registry system
suffers from many problems, being a purely paper-intensive
system, the current traditional business processes are very
lengthy and time-consuming. Moreover, other challenges of
current business processes for government registry
departments come from record issues that limit real estate
stakeholders from obtaining, verifying or transferring legal
proof of ownership.

Our team proposes a solution that could automate the
registration process and reduce problems in current business
processes at the Land Registry authority. The proposed
solution is based on the Blockchain technology. It’s expected
that this solution will support the replacement of the current
paper-intensive traditional land registration business
environment, with a digitally secured paperless automated
land registry for real estate transactions. In the analysis phase
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of the research work, the business and legal processes (As-Is)
for the Libyan Land Registry were documented and analyzed.
These processes will be re-Engineered (To-Be) according to
the Libyan Land Registry business and technology
requirements. A key success factor in this step is the
identification of:

o the entities (assets) and parties (participants) involved

in these processes,

e their roles in each process,

and the relationships between them and their legal
consequences according to the Libyan regulations.

As a proof of concept, we developed a prototype of the
Libyan Land Registry system on top of Hyperledger Fabric
platform [15]. A smart contract is implemented in JavaScript.
The main components of the smart contract are state variables,
functions, modifiers, and events. Typically, the main
functions of the Land Registry are real estate registration and
property transfer, so the asset to be traded in the blockchain
network is the real estate. This real estate has an owner(s) who
are participants in the blockchain model. Contract editors and
Banks are also participants as a result of relationships between
them and real estate. Moreover, Libyan Land Registry
network consists of three nodes, each node has one peer. The
nodes communicate with each other through a channel as they
share a smart contract - chaincode. Every peer has copy of
history log called a ledger depends on distributed ledger
technology (DLT). Ladger contains all relevant data about
transactions that occur within the network. In addition,
certification authority (CA) is responsible for issuing PKI for
peers.

The proposed network is exposed in Figure 7 to show how
the client application (A) connects to the Blockchain network
by requesting a transaction (query or update). The client
requests a service through the application (A). Then the
application (A) connects to a peer node) and invokes a smart
contract to query or update the ledger. The peer invokes smart
contract to generate a proposal response that contains a query
result or a proposed ledger update. The client application (A)
receives the response for the service request and queries. Then
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the process will be considered complete. For updates, the
client application builds a transaction from all of the
responses, which sends them to the Libyan Land Registry for
ordering. The Libyan Land Registry collects transactions from
the network into blocks and distributes these to all peers. After
that, the peers validate the transaction before applying it to the
ledger. Peer generates an event, received by the client
application (A), to signify completion.

| (A) - Application sends transaction |

Linvoke a chaincode 2.chaincode
(proposal) generates
query/update

Chaincode0 .

Peerl

3. peers commn
proposal response

\\\ CA - certificate
S~ Authority
------ Ry |
5. Ledger update even 4.add committed transaction block to;
blocks chain}
'
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Fig. 7. Digital Land-Regitery Model Scenario

V. BLOCKCHAIN REEASRCH TRENDS

Blockchain has shown its potential in industry and
academia. We discuss possible future directions with respect
to following areas:

1) Big data analytics: it’s foreseen that blockchain will
be used to store important data from varois applications.
Blockchain could also ensure the data is original and secure.
For example, if blockchain is used to store patients health
information, the information could not be tampered and it is
hard to stole those private information. When it comes to data
analytics, transactions on blockchain could be used for big
data analytics. For example, user trading patterns might be
exteracted to predict potential trading behaviours and learn
how to imporove serivces.

2) Consensus Algorithms: A review of Blockchain
applications in practice illustrates trade-offs are indeed
occurring between scalability, security, and environmental
sustainability. In pracrice, the PoW algorithm has led to an
arms race with ever-expanding energy consumption.
Alternative consensus mechanisms, including proof-of-stake
and delegated proof-of-stake, address these concerns.
Moreover, ways to address the problem are being devised,
and major blockchains such as Ethereum plan to migrate from
proof-of-work to proof-of-stake in the future [16].

VI. CONCLUSION AND FUTURE WORK

This paper presents our ongoing work in blockchain
applications for digital transformation. We also integrated the
blockchain ledger technologies with IoT infrastructure. This
integration aims to improve security in IoT applications and
provide transparency and traceability through the data flow
between counterparties. In our work, we address three
different applications and developed a proof of concept for
each. A traceable cargo system was proposed to ensure the
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Libyan citizens with the validity of any product that is
delivered through the cold chain. In order to implement this
efficiently, all the participating machines have to be connected
together with IPv6, which is not available yet in Libya.

Digital identities are common need to implement those
projects and develop a successful digital transformation in
Libya. This feature enables authenticating different people,
organizations, and entities of various types. These digital
identities can be issued by a governmental organization in a
way like issuing driver’s licenses, passports, or company
registrations.
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Abstract—The web development process faces some obstacles,
such as the tools used to model requirements. Developers face a
dilemma of what type of modeling tools from different methodolo-
gies to support handling requirements in web developing projects.
These tools include standard, object-oriented, Agile, and web
tools. This paper illustrates different web requirements, such as
context, presentation, navigation, and transaction requirements.
In addition, the paper shows how modeling tools from diverse
methodologies (Hybrid) can contribute to specific web require-
ments. The tools pool can be used for modeling web requirements.
We believe these hybrid tools bring flexibility and ease to web
application developers.

Index Terms—Web Applications Requirements, Web Applica-
tion Development, Modeling Tools

I. INTRODUCTION

Requirement modeling is a technique used in software
development to solve the requirement problem. The modeling
is an important step in the software development [8]. Web
requirement modeling is an approach for web development
that uses tools to document web requirements in different
forms such as natural language, use cases, and user stories. For
example, to model a transaction requirement, WwWe use a user
story or a use case diagram. Developers need this approach
to avoid misunderstanding of requirements taken from user
side due to the lack of communication between the customer
and the developer. The elicitation and specification of web re-
quirements is a complex problem [3]. Many web development
methodologies focused on user interface, but failed to address
the overall development process of web applications [6]. The
requirement modeling for web applications is different from
generic applications in many aspects [11].

Web applications development requires a mix of web site
development techniques together with properties of traditional
software process models [20]. There are many tools to spec-
ify user requirements. These tools are taken from different
methodologies, namely, Object Oriented, Structured and Agile
ones. Agility can be applied to any software process [1].
When modeling web applications, we should take into account
three levels, namely, content, hypertext and presentation [16].
Moreover, Object oriented tools do not provide appropriate
concepts for the specification of hyperlink [16]. Use case
diagrams are proven to be valuable in web development. The
overall functionality of a web application is modeled as a set
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of use cases [16]. Use cases are the preferred modeling tool for
web transaction requirements. In order to improve the analysis,
user scenarios can be defined and used in the web process [2].

The rest of this paper is organized as follows: Section II
gives a brief introduction into web requirement modeling,
its then describes the challenges that affect the analysis and
modelling of web applications; Section II-A to Section II-D
lists the desirable properties of web application requirements
modeling. Finally, a conclusion is given in Section III

II. ADOPTING HYBRID TOOLS FOR WEB REQUIREMENT
MODELING

Web requirement modeling is an important step in the web
development process. Requirements are the backbone of any
application and any deficiency in them would result in a
negative impact on the outcome of web application project. It
is the important activity of the web requirement engineering
life cycle. Requirement modeling deals with the important
elements of web requirements, namely, content, navigation,
functional and presentation requirements. We concentrate in
this paper on different types of web requirements and what
tools that can be adopted to model them. These tools can
be adopted from different methodologies, such as Object
Oriented, Structured and Agile, to improve the outcome of
the web application projects.

Many software process methodologies such as Agile and
Object Oriented can be adopted and used to model some
type of web requirements, especially the presentation and
transaction requirements. Unfortunately, many web developers
stressed on user interface, but failed to stress on other types
of requirements. Traditional software process models have
challenged to accommodate web specific aspects into their
techniques and practices [1]. Souza and Falbo [19] proposed
an Agile Approach for development of web applications which
used the concept of Agile modeling nature of the web. When
adopting traditional modeling tools to Web Applications, some
aspects should be considered. These aspects include nature
of the web project, such as size, application domain. For
example, Agile methodology is suitable for small size projects.
Requirements have many types explained below.
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A. Content requirements

Content is king, a saying from the digital world. It means
that content requirements are vital to the customer of the
web application. There are many reasons of the importance
of content. First, the content of the web application more
important than the design. Second, the content of one web
application can be more competitive to other web applications
in the market. When developing a web application, content
requirement plays an important role in the success of web
products. Web content is mixed of visual, aural and textual
contents.

Content is the elements on the pages of a web site. The
elements of the content may include data, documents, video,
audio and more. These different content types can be mixed
together to form a single requirement. The data can be either
structured or unstructured. Records of the structured form
are of fixed size and can be modeled using structured tools
like Entity Relationship Diagrams. ERD is the most common
used of data models [13]. Class Diagrams [18] as an object
oriented tool can be also used to model data which is an
important element of content requirement of web application.
The diagram is an illustration of the relationships among
classes in the UML of the object oriented methodology.

B. Transaction Requirement

Transaction requirement deals with user needs or the func-
tions expected from the proposed web application. It can be
calculation of wage, authentication or data processing. Web
transaction requirements can be expressed in the form of either
graphical or textual manners.

Traditional methodologies can provide tools to specify web
transaction requirements. For example, we can adopt Use Case
Diagrams (UCD) and Scenarios from the Object Oriented
methodology to model web transaction requirements. UCD
plays an important role in modeling with UML.There are used
for documenting system requirements [9]. The diagram is an
Object Oriented analysis tool used to model functions of the
system using actors and use cases. UCD is a graphical tool that
consists of use cases as the operations performed by the system
and actors as users or systems that perform these operations.

Use case scenario is another tool that can be used to model
web functional requirements [17]. Each use case which used
to define functional requirements of software system [4] has
a description and this description is the use case scenario.
For example, the use case cash a check of banking system
has some steps in the form of procedure. This procedure
is called use case scenario. A User Story is a tool from
the Agile methodology that can be good choice to specify
transaction requirements. User stories are popular methods for
representing requirements [10]. A User Story is a narrative
that illustrates how a user interacts with the system. It has the
form: AS...I WANT...SO THAT... Structure English, from
the structured methodology can be a good tool to specify
process requirement.

All tools used in traditional software applications such as
user story, Use Case Diagram , scenarios are applicable, but
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must include extensive collaboration of different types of
stakeholders. A user satisfaction of the web application is very
vital. Moreover, after modeling web requirements, they are
subjected to extensive validation process.

C. Presentation Requirement

The web presentation requirement is concerned with the
user interface, namely, the page layout that enables widely
different users to communicate with the web application. This
is a vital factor that contributes a lot to the success of any web
application. The traditional methodologies contribute a little to
the web methodology. Moreover, two difficulties arise here

1) Unlike classic software applications, users of a web ap-
plication are not only the employees of the organization,
but also their clients and maybe the public at large.
Therefore, the layout pages of the application must be
very appealing to most users. Moreover, users’ involve-
ment and participation in the design process makes the
web application more acceptable. Feedbacks from different
ranks of employees are of great help and different types
of clients, and some other experts can provide positive
contributions to an acceptable layout design. Using paper
and dynamic prototypes from the traditional methodology,
namely, the structured, would be of great help and should
be considered.

2) Web layout design is not just a graphic user interface
(GUI) as it in the case of classic software, where GUI is
designed by programmers utilizing features of integrated
development interface. However, in web applications, lay-
out design requires multiple disciplines and specialists such
as graphic designers and content writers. These specialists
use software tools to create wireframes, and mockups to
show them to the user. Wireframes et al. [7] provide a
simple way for developers to create the basic design of an
application. Sketching web applications with mockup tools
is a common practice that improves the process of elici-
tation, and validation of requirements in web applications.
Prototypes, also, from the classical methodologies can be
of great help to model web requirements [14] [15].

User interface eases effective interaction between the visitor
and the web application. The user requirements concerning
presentation include ease of use, accessibility and visual
aesthetic. The parts of the user interface include form based,
touch, graphical and menu driven presentation. User interface
requirement is the key to usability, which is one of the
important attributes of web quality. The goal of effective user
interface is to make the visitor of the web application more
attracted.

D. Navigation Requirement

Navigation is vital to the success of any web application
project. Because without navigation, the user would not be
able to find his result or target, a blog or air fights for example.
The structure of the navigation would allow us to visit any web
page of the web application. Visitors of any web application
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would stay if the navigation through the web pages are smooth
and handy.

Web navigation requirement is one of the important factors
to consider when designing a web application. However, web
navigation is different from hyperlink. Hyperlinks are internal
links throughout the content and are not considered part of the
site navigation. Navigation does not have a large consideration
in classic software systems, but highly emphasized require-
ment in web applications. Navigation is usually presented
using a diagram that shows the structure of the web site [12].

Web application sitemap is a graphical tool that shows
the structure and organization of the pages and content of
the web application. This graphical tool provides linear and
hierarchical page sequence but not random and direct page
access within the navigation space of the web application.
Sitemaps structure works best in web applications that requires
direct access of information in a random order. It provides
many navigation choices that users needs. Moreover, there is
another tool from the management methodology that can be
used to depict the structure of the web site.

Work Breakdown Structure Diagram (WBS) [S]is a man-
agement tool which helps to understand the required work
needed to complete the web application project. The diagram
is a graphical visualization in a hierarchical manner. It divides
the project into components or tasks hierarchically. WBS can
be used as a tool to model web navigation requirements.

III. CONCLUSION

Moving from classical software to modern web application
products can not be done easily. It takes long and hard times
to do this transition. Each product uses some tools for its
requirements and design modeling of its methodology. To this
end, we have proposed modeling tools adopted from different
methodologies (namely, hybrid tools) to be used during the
requirements analysis for web applications. Our objective and
suggestion to adopt these tools to ease the web application
process.
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Abstract— The goal of this paper is to build a Libyan Dialect
Question Answering System. QAS aims to satisfy users who are
looking to answer a specific question in natural language. In
additional, it is wused to get most suitable and
accurate answer to the questions asked by human in Natural
Language. The result of this system contains a data set of 179
question statements with 135 of their answer that are written by
Libyan Twitter's users as tweets. The dataset are extracting from
Twitter with more 4000 statements. However, in the experiment
of this study, we obtain 135 recognizing answers which are (75%,
60%, 71.6%, 81.9%, 50% and 75.8%) in (who, when, where,
what, how and why) respectively. This result was stored in
corpus, because no corpus of Libyan dialect question answer has
emerged yet. Therefore, building such a corpus is very important
to be used for the public purpose, not only for linguistic but also
for the NLP research for Libyan dialect.

Keywords—Answer Extraction, Information Extraction,
Information Retrieval, Question Analysis, Question Answering.

L

In the last years, Question Answering Systems (QAS) have
become very popular and has been a topic of active research
area in natural language processing (NLP) [1]. Arabic
language or scripts come in many forms such as Modern
Standard Arabic (MSA) [2], Classical Arabic (CA)[3] and
Dialectal Arabic (DA)[4][5]. The Arabic dialects have become
increasingly used in social media networks such as Twitter,
Facebook, etc. Libyan dialect is one of many Arabic dialects
which are spoken in North Africa. Nowadays, twitter social
media network has hundreds of millions of active users all
over the world, and about 500 million tweets are posted per
day. Consequently, twitter is considered a rich and precious
resource of data for researching. Therefore, the Question
Answering (QA) has been one of the main focal points of
research in the area of natural language processing such as
Machine translation [6], Document classification [7] and
Information extraction [8]. One of the most important and
strongly needed Question Answering is a question analysis
which is the first stage in any question-answer system and the
accuracy of the results can significantly affect the subsequent
stages of information retrieval and answer extraction. To get
an efficient result, some semantic information may be
available in questions that should be extracted for question
analysis. Obviously, the most important step of question

INTRODUCTION
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answering process starts with a question analysis phase that
tries to determine what the question is looking for and how to
effectively approach answering it. In our method, we use a set
of pattern-template matching rules which can be sufficient to
get a rather good result for question answering system in the
accuracy level.

In addition, the question is expanded by adding synonyms of
its terms "by using regular expressions" to improve the
accuracy of the retrieval answers. After the question pre-
processing and processing steps are done, the final stage is to
find the answer from the retrieved tweets.

The request is usually in the form of a list of keywords.
However, the system must go through the trouble of searching
for the exact answer to their question inside each of the
retrieved tweets. Nowadays, a new approach matches the
needs by analyzing the question posted in the search field
from a linguistic point of view, attempting to understand what
the Twitters really mean and extracting the correct answer to
the question from the retrieved answers.

The rest of the paper is organized as follows. Related work
presents in section II. In section III we outline the essential step
of collecting data corpus from the Social Media. Section IV
explains the data preprocessing and corpus format. Section V
contains an overview of the system architecture of QA system
and detailed description of each system component.. Section
VI presents the results of statistical analysis of corpus data.
Final section concludes the paper and future work.

II. RELATED WORK

In the recent years many researchers have extensively studied
and have tried to find clues to this problem in Arabic. In [10],
they represent the answer extraction module encompass of
three sub-modules: answer similarity checker, answers ranker
and answer keywords stemmer. The answer similarity checker
measured the similarity by counting the number of matching
keywords between the question and retrieved answer. The
answers ranker sorts answers according to their relevance.
Then, return the top relevant answer. The answer keywords
stemmer returns the roots of the keywords in the retrieved
answer.

In [11], they have described an approach to the construction of
a question answering system that provides short answers to
questions expressed in the Arabic language. The system
utilizes techniques from Information Retrieval and Natural
Language Processing to process a collection of Arabic text
documents. The overall success of the system is limited by the
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number of available tools developed for the Arabic language.
Work is undergoing to get retrieval integrated into the system
and to extend the functionality of the NLP system by
developing more sophisticated algorithms to produce a
concise answer in a timely manner. Mostly, QA systems use
different NLP techniques such as: super vector machine to
classify questions, and lexicon based named entity recognizer
to obtain the right answer [14]; others use surface patterns to
extract important terms from questions, construct the relations
of terms from sentences in the corpus, and then use these
relations to filter appropriate answer candidates. The statistical
model mostly requires the use association rules and is built by
employing unsupervised learning of context patterns that
indicates whether there is a presence of a question

III. SOCIAIL MEDIA DATASET EXTRACTION

For corpus collection, we use the Twitter search Application
Programming Interface (API) called streaming API, which
allows obtaining a stream of real-time tweets and sets of
tweets from the past up to the last seven days by querying
their content. In order to retrieve a collection of
relevant tweets matching a specified query for the Libyan
dialect, we create a set of search queries to increase the
accuracy of obtaining tweets that are likely to be written in the
Libyan dialect. For more details see [9]. The data is written by
Libyan Twitter’s users during the period from 1% Sep, 2021 to
30" Nov, 2021.

IV. DATA PRE-PROCESSING FORMAT

Unimportant text removal is an important step that should be
considered during the preprocessing stages. In these stages, we
developed a tool to corpus pre-processing, it was used for
eliminating all unimportant text from tweets. For example, all
of the following Twitter (@-mentions, emoticons, #hash-tags
and URLs were separately removed from each tweet by a tool
in a preprocessing chain. After that, we had to remove some
repeated sentences automatically. The remained tweets were
organized into sentences. Then we decided to store sentences
and all relevant data in a way that would be easier to handle in
terms of data exchange and storage format. To do this, corpus
data was stored in two data type format. Firstly, all data of
corpus was stored in a relational database (MySQL) while the
second type of data format is written in standard XML
(Extensible Markup Language) format.

We properly specified the corpus structure in standard XML
format to be readable for both human and machines. The
current version of our XML corpus comprises one major
element named <sentence> as well as it contains the attribute
named id, the main element named <text> which has two
child elements named <word> and <tag>.

V. SYSTEM ARCHITECTURE

The proposed method uses a set of pattern-template matching
rules and statistical model with morphological analysis
techniques "Part-Of-Speech Tagger" [12] for answers
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extraction. We also depend on a lexicon based named entity
recognizer to obtain the right answer [13]. The workspace
distiller which presented in Figure 1 takes an input file which
contains the sentences with its POS tags (annotated sentence),
and the final output is a file with questions and list of answers
that is classified in the most appropriate answers.

I'pre,pmcessing data ‘l
Il
E |

POS-Tagger

4l

| POS- annotated sentencesJ

1l

Workspace
WS Distiller

vestion Answer Classified
Corpus

Fig. 1 :System Architecture

Database

*»mnaL file

NER
| lexicon

In most the languages, the question mark is typically placed at
the end of a sentence, where it replaces the full stop (period).
However, the question mark may also occur at the middle or
end of a clause or phrase (see Figure 2), where there is no
exact regal in Libyan dialect or like the other dialects. Our
idea is to read the answer which is coming in a separate line
after question mark and concatenate the answer lines till the
next question mark found. In final we add the answer as a
template. For each pattern obtained "question terms" from the
previous phase, we check the presence of the pattern in the
question sentence and try to classify them in the most
appropriate answers.
—<8entence id="3237">
<Text> ¢¢ i wdca M il ool s </ Text>
—<S8entence id="2126">
<Text= Syl s L o6l s (ols </ Text=

- <Sentence id="2303">
<Text> <l Je 5 0858 Jue </Text>
- <Sentence id="2410">
<Text> ¢ Gall (Tauls Zlull 3 o, </Text>
- <=3entence id="1431"=>
<Texts ©¢ sl gl 4ol . o </ Text>

Fig. 2: Different question types

Furthermore, the question mark can not be relied upon, as
there are users whom write this mark at the end of the
sentence and it does not express a question. On the contrary,
we can find a sentence that does not contain a question mark
and it is an interrogative sentence such as: sentences
id="2126" in Figure 2. For example, if the question begin
with or contains "(g", “where”; the question type will be
location therefore, we need to look for all the possibility of
((DT)?(NN(s)?) tags and also use the NER lexicon which has
been built by the same author [11]. Table I represents the list
of question keywords.
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Table I: Question class and it definition

Question Question Class Definition
containing with
Qs gy Who, Whose Person,
Group
s (5@ When Date, Time
SO I3 What Organization
BT ‘dc:‘s Where Location
How Much, Number,
il How Many Quantity,
time
e b g Blad Why Reason,
cause

There are other types of questions that do not have a question
mark, which is called an indirect question. Indirect questions
are embedded within declarative statements: see Figure 2 in
the sentence that has id="2303". Many inflectional and
derivation forms as well as it have many dialects sentences
which require advanced techniques to solve such as training
dataset and the statistical model.

VI. STATISTICAL RESULTS AND DISCUSSIONS

We built a program that applies all rules described previously
using Php and MySql Database. The statistical results show
some statistical information about the question answering
system for Libyan Dialect. Figure 3 represents a question that
contains the template "Ui3\e" meaning "why" which will have
two answers.

- =Sentence id="3180">
—<Te:

<Tag> NN</Tag>
<Word> = w</Word>

i Y 30D e 3000 5. Wl gL b

w word-
“Tag- NPT

oras 15-/Word <Tag> NN</Tag>
Word> 3000<Word>
<Tag> DTNN</Tag>
<Word> _.</Word>
<Tag> IN</Tag>

rag>
Word>cld<Word> ORIV

< o
<Tag> DTNN</Tag>
e g </Sentence> il iipd el
<Tag> NN</Tag> <Tag> ag>
rd ora: <Word> ,.<Word>
<Tag> NN</Tag>
<Word> s<Word>
<Tag> IN</Tag>
Ward> i S

<Tag> DTNN</Tag>
W

W -t
Tag> NN</Tag
Sentence>

Fig. 3: Question with their answers

These two answers contain information "template "z!s)"
means marriage" that would be needed to determine the
answers of the question of the sentence id="3/80". Figure 4
contains the word "sw¥ meaning "what" in the sentence
"id=3114" which will result in two answers in the sentences
"id=3127" and "id=3131".
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Fig. 4: Samples of Libyan Dialect questions

Overall, the number of answers in the six question types
shows considerable diversity. However, there was an upward
trend in the number of both Where and What question,
whereas there was a downward trend in the number of who
and when. The followingtable summarizes the
results obtained.

Table II: System evaluation of the six question types.

Question | Question Total Correct Precision
containing class number | answers
with
sCpeOp Who, 4 3 75%
Ol Whose
ol (s When 10 6 60%
B bt 60 43 71.6%
SQA
O o Where 72 59 81.9%
LA ad How
Much, 4 2 50%
How
Many
AT | Why
(idle coged 29 22 75.8%
oY
Total 179 135 75.41%

112

From the above table, some interesting observations can be
made. For example, the type question where was the best
results compared to the other question types, because we
relied on the NER lexicon which improved the results.

VII. CONCLUSION AND FUTURE WORK

In this research, we have presented a method to the
construction of a question answering system that provides
answers to questions expressed in the Libyan Dialect. The
system utilizes techniques from Information Retrieval and
Natural Language Processing to process a collection of a
Libyan dialect as its primary source of knowledge for this
domain. We used a set of pattern-template matching rules that
achieve good results in spite of some errors that were
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produced by the tagger. The results of our method would be
enhanced if the tagger result was improved. In the future
work, we will extend the result that is stored in corpus dataset,
and we plan to use this dataset to train a new machine learning
question answer systems to be the first application for Libyan
dialect.
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Abstract— In IEEE 802.11n, the Aggregation scheme of MAC
Protocol Data Unit mainly connects multiple MPDUs to a single
main PHY header. A-MPDU is failed to support error recovery;
hence, if a single bit loss occurs during the transmission, then the
entire frame will be transmitted leading to the overhead. Thus, in
this study, a new scheme is proposed to tackle the problem called
Fragmentation and Aggregation MPDU which aggregates packets
and frames into a large frame. Each data frame is then divided into
subframes, and each subframe is sent. In this scheme, if any errors
occur during the transmission, only the corrupted subframes are
retransmitted. The fragmentation method, in which the packets
longer than a threshold are divided into fragments before
combination, is also studied. The system is tested by NS-2
simulation. Simulation results show that the scheme significantly
improves the performance of throughput and delay over normal A-
MPDU. The results also reveal that the fragmentation scheme plays
a key role in eliminating retransmission and erroneous overhead
over noisy channels.

Keywords- IEEE 802.11n,
Fragmentation Scheme

MAC protocol, A-MPDU,

1. INTRODUCTION

WLANs have become the mainstream nowadays. WLAN
success is due to its usefulness and efficiency in enhancing
the rates of data transfer while keeping costs low.
Considerable developments have recently been achieved in
IEEE802.11 WLAN [1], widely accepted as a technology
complying with IEEE 802.3 (high-speed Ethernet) for
handheld and portable gadgets. IEEE 802.11, 802.11b, and
802.11a/g have data speeds of up to 2, 11, and 54 Mbps,
respectively [2]. The IEEE 802.11 Working Group also
introduces IEEE 802.11n, an updated version of IEEE 802.11
with improved throughput and speed. There is a difference
between the performance of IEEE 802.11a, 11b, 11g, 1le,
and that of 11n. Although all of them provide high data rates
and a variety of physical layer (PHY) requirements, IEEE
802.11n provides a high throughput rather than high data
rates, as well as improvements in PHY and medium access
control (MAC). Moreover, the high efficiency in IEEE
802.11n enables it to cut down on the MAC layer overhead.
One of the features of frame aggregation is that, for
transmission, it combines many data frames into a single
large frame. After moving the data block from the sender to
the receiver, a block of data frames known as block
acknowledgment (BA) is sent sequentially from the
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destination. To identify sorts of frames taken by the receiver,
the BA request (BAR) is conveyed from the sender. BA is
then returned to the sender [3]. Physical data rates reached
up to 600 Mbps were mentioned in most IEEE 802.11n
proposals. However, since augmenting PHY rates with MAC
layer overhead decreases efficiency significantly, these high
PHY rates do not always lead to equal augmentation
throughput especially at the upper layer; however, this
phenomenon is a key function [4]. In order to ensure high-
performance throughput for highly developed multimedia
applications, increasing the MAC layer's performance is still
inadequate [5]. Moreover, packet aggregation causes
corrupted frames with large frame sizes, such as A-MPDU
frames, resulting in considerable overhead when the channel
is noisy. In the traditional transmission scheme, only one
missing part can lead to the retransmission of the entire data
frame [5].

The main goal of this paper is not only to reduce the
overhead but also to speed up the efficiency of very high-
speed WLAN IEEE 802.11n. Collisions and errors, which
cause the DCF of the MAC layer to retransmit overheads, are
the main causes of IEEE 802.11 throughput performance
inefficiency in wireless networks. The current transmission
using A-MPDU frames wastes majority of the channel time,
avoids throughput scaling with PHY data rates, and decreases
timing and header overheads. The increase in throughput is
proportional to the increase in data rate. Transmission errors
and collisions, however, continue to cause overhead
retransmissions [6]. This research aims to reduce the
retransmission overhead caused by transmission errors and

collections.

1L BACKGROUND AND RELATED WORKS

DCF is a CSMA/CA mechanism used in the 802.11
MAC is DCF. Before implementing a transmission in a
station, a clear channel assessment is performed in DCF IFS
(DIFS). The station believes that the ownership of the
medium has been taken over and a frame exchange is started
in sequence when the medium is inactive. During station
engagement, the station awaits the medium to go into
inactivity mode, then defers to DIFS, followed by a random
back-off duration. In the presence of inactivity, the station
not only assumes medium ownership but also begins a frame
exchange sequence for DIFS deferral and back-off length
using the minimum distance and short IFS (SIFS) between
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frames in sequence maintenance. Moreover, medium control
is retained when stations obtain access to the medium [7].
Since a fixed time longer than SIFS must be postponed,
another station would not be able to access the medium via
this series. To prevent one station from having a monopoly
on the medium, rules restrict the frame exchange sequence
types permitted as well as their length. Several stations will
wait for the medium to become inactive. During the medium
engagement, the network is loaded by sending assembled
packets. The random collection of back-off distinctive
intervals by each station results in a low likelihood of
collisions, when transmissions are initiated by more than
one station [8], [9].

Because of the latent time and association of
repetitive processes, data transmission over a wireless
medium is unaffected. The process stimulates frame
retransmission when the recipient's demodulation fails. To
achieve the aforementioned method, it is necessity to have a
sort of receiving station for the receiving data frames as well
as sending a simultaneous plus positive ACK frame
recognition. In the absence of an ACK frame at the data
sending station, data can be retransmitted [10], [11].

The data transfer through the Data/ACK exchange is
depicted in Figure 1. The data is transferred from STA1 to
STA2 as shown in the figure. STA 1 accesses the medium,
which then, terminates for DIFS, and then, goes after a
random back-off period. If the medium remains in an inert
state, data is retransmitted to STA 2. Moreover, STA 2
detects and demodulates the frame, which is followed by an
ACK response. STA 1 then embraces the frame and re-
accesses the channel in preparation for the next
transmission. STA 1 will not receive ACK If SAT?2 fails to
demodulate the frames, and retransmission will be attempted
again for the next transmission [12].

Dala

STA1

N

b4
0
<

STAZ

y|
U
<
Fig. 1: Basic Data/ACK Frame Exchange Sequence

The IEEE 802.11 Working Group has adopted IEEE
802.11n, a new version with higher throughput level and
acceleration. IEEE 802.11n, which includes PHY and MAC
enhancements, has a higher throughput standard rather than
a large data frequency [13]. Furthermore, IEEE 802.11n
features frame aggregation, Block ACK BA, and reverse
direction transmission, all of which help to reduce MAC
layer overhead [14],[15],[16]. Frame aggregation is a
technique for merging several frames into a single large
individual one for transmission. The operation is performed
with the help of two existing procedures: aggregate MAC
services data unit (A-MSDU) and aggregate PDU (A-
MPDU). Moreover, when it comes to information transfer
features, MSDU can be differentiated from MPDU. MSDU
refers to the import or export of data from the highest MAC
layer, while MPDU depends for the lower section of MAC
on the transmission to or from PHY [17]. Multiple MPDU
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subframes are linked to a single main PHY header by an A-
MPDU aggregate. When it comes to function, A-MSDU
differs from A-MPDU since A-MPDU begins after the
MAC header enclosure procedure. Nevertheless, dealing
with all of the MPDUs bound by A-MPDU includes the use
of equivalent recipients. Furthermore, creating an A-MPDU
necessitates some waiting/holding time, and the number of
MPDUs required is solely determined by the number of
packets already present in the transmission sequence, as
shown in Figure 2. Furthermore, A-MPDU has the highest
capacity and the PSDU has the highest capacity that is
needed to be accepted, both of which are 65,535 bytes.
However, the value can be reduced on the basis of existing
STA capabilities in the HT elementary capability. Moreover,
due to the capability of the unit ACK bitmap (128 bytes), in
which 2 bytes are employed in order to map each frame
required to acknowledge up to 16 [18], [19], the maximum
acquired value of the subframes is 64.

I PHY HDR ] A-MPDU I

| Subframe 1 | Subframe 2 | . | Subframe n |

| - Delimiter(4) [ MPDU ] Padding (0.3 Iﬁ ] ]

i
i

! S
[_Resvdiab) [ Length(12b) | CRC(8b) [ Signature(sb) ]

Fig. 2: Frame of A-MPDU

Before the implementation of aggregation in the
802.11n amendment, the block ACK protocol was proposed.
A PHY transmission, like the original Data/ACK
mechanism, consists of several MPDUs. During aggregate
transmission, the mechanism proposed in the 802.11n
amendment supports the improvements in the Normal ACK
policy in the QoS frames. The BA is returned by the
responder in response to the aggregate when the ACK
Policy area of one or more QoS Data MPDUs in an
aggregate is set to Normal ACK. The two existing response
mechanisms that are modified to the Normal ACK policy
can be observed in Figure 3 [20].

Data

Data I Data { Data
(b)

BA

Fig. 3: Normal ACK policy and aggregate

The proposed BA protocol also enhances performance
if the transmission of a block of data frames is permitted.
Each data frame is recognized with a single BA frame
instead of an ACK frame for each frame of the data.
Compared with the standard acknowledgement mechanism,
BA has a session-oriented mechanism. For each TID, a
station needs to create a BA session along with a peer
station so that the transfer of block data can take place. As
shown in Figure 4 [21], the transmit address, receiver
address, and TID all function together to define a specific
BA session.
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Fig. 4: Format of the BAR frame

III.

The proposed scheme is primarily concerned with the
A-MPDU frame. The scheme improves the current A-MPDU
by making it more robust and efficient in a variety of ways.
When robustness and efficiency are achieved by aggregation,
fragmentation, and retransmission of the corrupted subframe,
the integrity check is allowed. FA-MPDU operates by
merging frames and packets into a superior frame, separating
it into subframes, and then transmitting each subframe. In the
event of a transmission error, only the corrupted subframes
should be retransmitted, rather than the entire frame. The
fragmentation process, in which packets longer than a
threshold are separated into fragments before the
combination, is also investigated. The FA-MPDU scheme
was used in single hope topology in NS2. All stations
involved in a transmission session are put in the same
transmission range with enough transmission power to reach
all other STAs using the TCP protocol. In the network,
hidden terminals do not exist. Variety of channel
measurements are used to examine the scheme performance,
including the number of transmission stations, fragment
capacity, and bit error rate. In Table 1, the parameters used in
NS-2 have been explained. This simulation was created to
examine the throughput and delay of the scheme in noisy
channels.

DESIGN AND METHODOLOGY

TABLE I: NS-2 PARAMETERS USED IN FA-MPDU SCHEME

Parameters TCP
Number of stations 50, varied
Application rate N/A
Data rate 648 Mb/s
Basic rate 54 Mb/s
Packet size 1024 B
DCF frame size 1024 B
A-MPDU, FA-MPDU frame size 65,536 B
FA-MPDU subframe size varied

A-MPDU frame format

The FA-MPDU scheme operates by splitting a data
frame into subframes, then every subframe is transmitted
separately. In cases of errors during the transmission, the
scheme just retransmits the corrupted subframe rather than
the whole frame. According to the IEEE 802.11n standard,
the maximum data frame size is 65,536 bytes. As a result,
eight separate data frames were combined into a single wide
frame used in the FA-MPDU scheme. Figure 5 shows the
FA-MPDU frame.
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Fig. 5: FA-MPDU frame format

A BA bitmap field is included in the BA frame, as
shown in Figure 6, to assist the transmitter in determining
which subframes have been lost in a data block and
determining successful and unsuccessful subframes. The
bitmap should be 128 bytes in size to accommodate all of
the data fragment figures. When each subframe is 128 bytes
in size, the maximum number of subframes in the FA-
MPDU scheme is 512. A 512-bit bitmap is used, which
ensures that a wide block will hold up to 128 x 8 = 1024
subframes. The BA starting sequence control field is used to
decide which BAR the frame responds to.

) ) § § ] !

Frame Dwsie Receivr | Seoer | BA | BAstig
Cotrol [ | Addres | Addres | Control | Sequence Control

[

BA Bitmap

Fig. 6: Block ACK in FA-MPDU scheme

IV. PERFORMANCE EVALUATION

This section contains the results of the FA-MPDU
performance. The results of previous studies on normal A-
MPDU and DCF are compared. The simulation tests are
used to determine the efficiency of FA-MPDU under
different subframe sizes and number of stations. The results
are presented using the parameters listed in Tables 1 and 2
for various types of traffic.

TABLE : SIMULATION PARAMETERS

Parameters Duration (us)
Toirs 34
Tsies 16
T Phy hdr 20
CWiin 16
Retransmission Limited 4 times

TCP Traffic in FA-MPDU Scheme

Figure 7 shows FA-MPDU throughput in comparison
to A-MPDU and DCF subframe sizes. When compared to
previous literature schemes, the FA-MPDU shows a better
performance. When the BER = 10—4, FA-MPDU achieves a
throughput of 45 Mbps with a subframe size of 128 bytes
and 47 bytes with a subframe size of 256 bytes. when BER
= 10-5, the throughput increases to 75 Mbps for subframe
of 128 bytes and 77 Mbps for subframe of 256 bytes. When
BER = 10—6 and the subframe size is 128 bytes, the
throughput reaches 110 Mbps; when the subframe size is
256 bytes, it reaches 111 Mbps. A-MPDU and DCF hold the
queued subframe and retransmit until their frames are
successfully received in an RD. When BER = 10—4, 10-5,
and 10—6, respectively, the performance gain of the FA-
MPDU over the A-MPDU varies depending on the subframe
size, varying from 6% to 12%, 6% to 7%, and 10% to 13%.
The improvement of the system performance with the FA-
MPDU is more noticeable than with the other schemes.
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Fig. 7: Throughput vs. Subframe Size

Figure 8 shows the performance throughput of FA-MPDU
with 10 to 80 stations. The subframe size is maintained with
256 bytes. All the stations share a common medium. This
throughput is achieved by the entire system rather than by a
single station. The throughput of FA-MPDU achieves a
higher performance compared with the previous schemes.
The throughput of FA-MPDU achieves 30, 100, and 130
Mbps at 10 stations when BER = 10 107, and 10°¢,
respectively.

Throughput (Mbps)

e

—F o ° ° e o
w0

®

20 30 a0 s0 &0

Number of Stations

70 80

Fig. 8: Throughput vs. Number of Stations

Figure 9 illustrates the FA-MPDU scheme delay in
performance and compares it to different subframe sizes.
There are 50 stations in total, each with a different BER.
Tables 1 and 2 list the remaining parameters. FA-MPDU has
a faster response time than the other schemes. An increase in
the size of the subframe corresponds to an increase in delay.
As soon as FA-MPDU receives the block ACK, it removes
the correctly received subframes from the Sq and Rq. The
DCF scheme, on the other hand, keeps the subframe in the
queue and keeps retransmitting until the complete frame is
successfully transmitted. The DCF was able to achieve a
long delay. Therefore, transmission times for small
subframe sizes are short. The maximum delay of FA-MPDU
and A-MPDU when BER = 10—6 is achieved when the
subframe size is 1024 bytes with 0.0265 and 0.0350 s,
respectively.
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Fig. 9: Delay vs. Fragment Size

Figure 10 depicts the FA-MPDU performance delay
and the comparison of literature schemes at 256 bytes for
various number of stations and subframe sizes. Because of
its subframe-based retransmissions, the FA-MPDU scheme
has the shortest delay, as wvalid subframes are not
retransmitted. When BER = 10, the FA-MPDU delay
ranges from approximately 0.03 s for a network of 10
contending stations to approximately 0.053 s for a network
of 90 stations. The delay is accelerated when the number of
stations increases, resulting in a superframe retransmission
period for literature schemes.
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—e— TCP_FAMPDU_BER=10e-5
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40 50
Number of Stations

80

Fig. 10: Delay vs. Number of Stations

V. CONCLUSION

The efficiency of the FA-MPDU performance in terms of
throughput and delay was evaluated in this paper. The
results are then compared with the previous schemes. In
addition, the efficiency of the MAC performance as
compared with the standard DCF was also presented. To
recognize the A-MPDU transmission scheme, the A-MPDU
transmission was eclaborated and integrated with the
fragmentation method. In noisy channels, the FA-MPDU
uses different subframe sizes. By retransmitting only the
corrupted subframes rather than the whole frame, the FA-
MPDU saves airtime and reduces retransmission overhead.
Based on subframe size and the number of stations with
aggregation unit, simulation results showed substantial
improvements in throughput and delay.
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Abstract—The Trusted Cloud Computing Platform (TCCP)
offers a secure execution environment at the Infrastructure as
a Service (IaaS) level for customers’ VMs. This paper presents
an approach for modelling and analysing two security protocols
(Node Registration and VM Launch) that form part of the TCCP.
We investigate the scalability of these protocols by means of the
Markovian process algebra PEPA.

Index Terms—Performance modelling, TCCP security proto-
col, Node Registration, VM Launch, Cloud Computing, PEPA

I. INTRODUCTION

Cloud computing offers several advantages, for instance,
pay-per-use cost, high performance and scalability. However,
there are some security aspects that affect and limit the adop-
tion of cloud computing [1], [2], [3], [4]. Service models that
are provided by cloud computing, i.e. Software as a Service
(SaaS), Platform as a service (PaaS) and Infrastructure as a
Service (IaaS) can be exposed to different security breaches at
each level [5]. Therefore, understanding the relationships and
dependencies between these models of services is substantial
to recognize the associated security concerns.

Trusted Cloud Computing Platform (TCCP) system has
been presented by [6], that proposes a secure execution
environment for the customers of cloud computing using a
set of security protocols that work at the infrastructure level.
The TCCP guarantees confidentiality customers’ VM. Also, it
allows customers to determine whether the provided service is
secure before the launch of the VMs. Essentially, the proposed
TCCP consists of three protocols: Node Registration, VM
Launch and Migration. The TCCP offers a number of security
improvements. However, in terms of scalability the TCCP is
exposed to a major limitation for the reason that all processes
are directed and controlled by the Trusted Coordinator (TC),
which eventually leads to a bottleneck [7], [8]. Consequently,
the performance and service availability will be considerably
affected.

In this paper, we present new models of the TCCP protocols
for Node registration and VM launch. This work, therefore,
aims to further investigate the scalability issues of the TCCP
protocols that have been discussed in [7] and [8]. Precisely, we
will present a methodology that facilitates greater scalability in
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the analysis of these protocols, which will allows us to derive
performance predictions and approximations of the behaviour
of the Trusted Coordinator TC and the Cloud Manager CM
under high loads. The paper is organised as follows. The study
starts with reviewing some related work. Then a brief overview
about the TCCP protocols (Node Registration and the VM
Launch) is presented. This is followed by the PEPA model of
the Node Registration and its experimental results. After that,
a description about the VM Launch PEPA model is given as
well as to present the results of the VM Launch PEPA model.
Finally, the paper ends with some conclusions and highlights
some future works.

II. RELATED WORK

Several approaches have addressed the security and privacy
at the level of Infrastructure as a Service of the TCCP sys-
tem, for example [9], [10]. Additionally, they have presented
slightly different designs of the TCCP in order to tackle
scalability issues. Han-zhang and Liu-sheng [9] have presented
a study to improve the trusted cloud computing platform. They
have used Direct Anonymous Attestation (DAA) and trusted
third party privacy Certification Authority (CA) schemes to
ensure the privacy of cloud providers. Several changes have
been made on the original TCCP design; for instance, the
introducing of a Trusted Cloud Manager (TCM) which can
host many Trusted Coordinators (TC) and nodes within one
zone. Whereas they can link to each other through a Cluster
Controller (CC).

Although, a considerable number of changes that have been
made on the original design of the TCCP to improve the
security and the availability, however, there is a significant
security weakness in one of the important roles of the TCCP.
Whilst, the Cloud Manager (CM) should have no privilege into
the external trusted entity that hosts the TC, in the way that
is proposed in [9] the TCM controls the communications be-
tween a TC and the CC. Furthermore, the connections between
the newly invented entities will increase the communications
costs and thus affecting the performance significantly.

A Distributed Trusted Cloud Computing Platform (DTCCP)
has introduced by [10], which extends the TCCP. The DTCCP
proposes that managing all trusted nodes should be distributed
to multiple entities rather than being handled by a single
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entity. Thus, each entity can manage a cluster of trusted
nodes. That allows the system to overcome the undesired
bottleneck. On the other hand, the proposed DTCCP relies
mainly on the original design of the TCCP hence inherits some
of its limitations. Furthermore, the proposed DTCCP has no
evidence for any implementation or verification as yet.

III. TRUSTED CLOUD COMPUTING PLATFORM TCCP

A design of the Trusted Cloud Computing Platform (TCCP)
has been proposed by [6] based on trusted computing tech-
nologies. Whereas a secure execution environment is provided
to the cloud service providers at the IaaS level of services.
Several techniques are leveraged by the TCCP, for instance,
Trusted Platform Module (TPM) [11] and the Trusted Virtual
Machine Monitor (TVMM). To provide more security for
the VMs of the customers, only the Trusted Coordinator
(TC) manages the trusted nodes. Also, the TC is hosted and
maintained by a third party External Trusted Entity (ETE)
where the cloud manager (CM) has no privileges in the ETE.
For more details about the TCCP security protocols, including
the Node Registration and the VM Launch. We refer the
interested reader to [6].

A. Node Registration Protocol

As stated by [6], for a node to become trusted it must com-
ply with the protocol where the encryption and decryption of
the private and public keys are used. Additionally, attestations
are used to guarantees authenticity between Node and TC.

B. Virtual Machine Launch Protocol

After applying the Node Registration protocol a node will
be registered as a trusted node. Accordingly, the trusted nodes
exclusively will be qualified for hosting and launching the
VMs of the customers [6]. The VM Launch protocol uses the
exchange of the encrypted and decrypted private and public
keys between User, CM, Node and TC for the verifications
and to fulfil the requirements. Where the TCCP allows users
to decide whether to use the VM or not.

IV. NODE REGISTRATION PEPA MODEL

In the PEPA model presented by [8] there was an issue when
the number of nodes was scaled up. Whereas the performance
of the TC is significantly affected by the increase of the
number of nodes. As a consequence, the throughput of the
studied model was limited. Therefore, a new model will be
created and analysed using the PEPA Eclipse Plug-in tool [12],
with the aim to address the scalability of the PEPA model of
[8].

In the following Node Registration model a Node, sends a
registration request and proceed through the protocol processes
to be a trusted Node. In the case, it is trusted the model
return to the beginning to make a new request. Accordingly,
at any time there are N number of Nodes in the model
communicating with the T'C'. In effect, the model is a closed
queuing network.
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Node = (sendNonce_N,r;).Nodegy
Nodey < (cpu, ¢).Node,
Node; 2 (cpu, ¢).Nodeg

untrusted, (1 — p;) * r7).Node
sendNonce_TC,r;11).Node,

generateKeypair Tprivatey Tpublic_N
,75).Nodes

Nodes

(
(
- (
Nodes, < (isTrusted,p; * r7).Nodeg
(
(
Node; = (

Nodes; = (sendPublicKey_N,rg).Nodeg
Nodeg < (attestSuccessfully, ps x r5).Nodey
+  (unsuccessful, (1 — pg) * rg).Node
Node; < (epu, ¢).Nodeg
Nodeg < (sendAccepted, ri9).Nodeg
Nodeg 2 (end,r;).Node
TC % (sendNonce_N,r1900).TC
+ (epu,c).TC + (strusted, T100).- TC
+ (untrusted r100). TC
+ (sendNonce_TC,r1p9).TC
+ (sendPublchey_N T100)-TC
+ (attestSuccessfully, r199).TC
+  (unsuccessful, r199). TC
+ (sendAccepted, r199). TC
System < Node[N] XTC

The model employs only two components (Node and TC).
The Node component has a sequence of all actions proposed
by Santos et al [6]. Node has been used to preserve the se-
quence of all actions. In contrast, the 7'C' component contains
only the actions which are performed by a Trusted Coordinator
in parallel with the Node component. Those actions which
are deemed to require significant action by the Trusted Co-
ordinator namely, bootstrapML_TC, encryptedPrivateKey_TC
and addTrustedPublicKey_N are replaced in the model by a
single cpu action, representing the competition for resources
at the TC. The rates of those actions (i.e. ro,73 and rg) are
used to calculate the rate of the cpu action c. The value of the
rate ¢ of the cpu action is calculated as:

3

cC= —7F—7F 1
TrETh v
Where 75, r3 and rg are the rates of bootstrapML_TC, en-
cryptedPrivateKey_TC and addTrustedPublicKey_N respec-
tively. This rate represents the average duration rate of those
actions. Therefore, the cpu action will be used to represent the
contention on resources in the 7'C'. The rest of the TC actions
have been kept in the model for completeness’ purpose, even
though they have little significance on its performance. The
rate 7190 is used as rate of all 7'C' component actions except
cpu action. The main purpose of using 71 in the model is to
allow the independent actions to proceed without any waiting
time. So, it means there is a coordination, but the actual actions

happen almost independently.
The cpu action is used because PEPA does not easily
allow us to directly limit the rates across multiple action
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types with a single bound. Hence, we model a single action
(cpu) and limit the total rate of this action, however it
is in effect a combination of all the actions of which it
is comprised (i.e. bootstrapML_TC, encryptedPrivateKey TC
and addTrustedPublicKey_N). So, cpu cannot run faster than
all the comprising actions (bounded capacity).

The system equation gives the cooperation between N
instances of Node and the TC over the set L. Where N =
(1000 to 20000) and the cooperation set L ={sendNonce_N,
cpu, isTrusted, untrusted, sendNonce_TC, sendPublicKey_N,
attestSuccessfully, unsuccessful, sendAccepted}. The rates
used in this model are shown in the Table I.

TABLE I: Node Registration PEPA model rates

Rate | Value | Rate | Value | Rate | Value | Rate | Value
1 1 6 0.75 710 0.73 14 0.0001
ro 0.4 7 0.35 11 0.46 p1 0.9

r3 0.7 s 0.65 19 0.2 P2 0.9

r5 0.55 9 0.65 T13 0.01 7100 1000
c 3/(1/ra+1/r3+1/rg)

A. Experiments and Results

1) Model scalability (Large scale): The model scalability
will be examined in this section, where the number of Nodes
have been varied from 1000 to 20000, also, the T'C' and refresh
rate are used with the values TC' = 1,2 and r14 = 0.0001.
As can be seen, Figure 1 illustrates the throughput of the cpu
action (where it is supposed that there is a contention on the
resources), and the sendAccepted action that represents the
successfulness of the node registration request. It is obvious
that throughput of cpu action saturates at some point between
(1000 and 5000) nodes, whereby after 5000 it is just shown
as a flat line. By replicating the T'C' instances (TC = 2)
the system throughput is doubled in both actions (cpu and
sendAccepted). Tt is worth noting that the sendAccepted
throughput reaches its peak at 10000 nodes with 7'C' = 1 and
then it starts decreasing gradually as the number of Nodes
is increased. This means that Nodes start queuing waiting
for registration because the system is saturated. Furthermore,
there is a possibility that there are more Nodes wanting to do
a specific action than the capacity of the system. Therefore,
a further investigation is required where the system will be
examined with a higher value of r199 and see how this will
affect the throughput drop of the sendAccepted action.

2) Saturation Point Exploration: The motivation of this
set of experiments is to explore further the saturation point
in the previous experiments that shown in Figure 1, which
lies somewhere between (Node = 1000 and Node = 5000).
Model throughput is shown in Figure 2, where the number
of nodes varied from 1000 to 5000. Obviously, the analysis
showing that the saturation point for the cpu throughput with
one TC is at Node = 2000 and then with two TCs is
at Node = 5000. While, with one T'C' the throughput of
sendAccepted action is saturated at 2000 Nodes, replicating
the 7T'C' will make the throughput of the same action increase
steadily with the rise in the number of Nodes as illustrated
in Figure 2.
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Fig. 2: Throughput of Node Registration model (cpu &
sendAccepted) actions N=1000 to 5000, TC=1,2, r199=1000

V. VM LAUNCH PEPA MODEL

In the previous experiments on the VM Launch PEPA model
[7] the TC becomes the bottleneck as the number of users
is increased. That is because the security protocol centralises
all processes to be managed through the 7C. Therefore, the
second motivation of this study is to explore the capacity of the
system under question. In other words, a further investigation
will take place with the aim of exploring the performance
limitations of the previous VM Launch model [7]. To achieve
this goal, a new PEPA model will be created, which will
simulate the TCCP (VM Launch) security protocol.

A new component, Node has been specified that will be used
to control the behaviour of the other components engaging in
the VM Launch protocol. Thus Node has a sequence of all
actions and will cooperate in parallel with the components
User, CM and TC. In addition, once a User triggers a request
the components (Node, User, CM and TC) simultaneously can
do any of their internal or cooperated actions as long as the
sequence of the actions is controlled by the Node component.
Furthermore, it has been used the cpu action instead of the fol-
lowing actions (sendMessageTo_TC_EncrecptedBy_TKp_N,
searchInDatabaseFor_TKP_N, decrypte_Kvm and sendDe-
crypted_Kvm_To_N). In fact, it is our assumption that these
actions are supposed to use the 7C extensively, hence, cpu
action will allow limiting the rate across multiple actions.
Consequently, allowing to control the rate of those actions.

The system equation showing the cooperation between
the model components (Node, User, CM and TC) over
the set L and there is another cooperation between User
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and CM over the set M. Where N; =(100 to 5000)
, Ny, = 15 and N3 = 10 in the part one of the
first set of experiments and then varied for larger val-
ues as illustrated in the following sections. Also, the set
L ={generate_Kvm, sendAlphaHashAlphaEncreptedBy_Kvm,
key_KvmEncreptedBy_TKP_TC, receiveRequest, designate_N,
forwardRequestTo_N, cpu, isTrusted_N, untrusted_N, re-
quest_isDenied, send_N_id_To_User_EncreptedBy_Kvm, for-

International Libyan Conference for Information and Communication Technology

TABLE II: The rates of the VM Launch Protocol PEPA model

Rate | Value | Rate | Value | Rate | Value | Rate | Value
1 10.0 rs 6.0 9 8.0 13 1.0
9 0.4 6 8.0 10 6.9 T14 3.5
3 0.7 r7 6.5 11 9.0 16 6.8
T4 3.9 T8 7.0 12 8.6 ri7 7.2
18 0.05 p 0.8 c 20

ward_N_id_To_User, useVM}. Additionally, the set M = { A. Experiments and Results

Sforward_N_id_To_User }.

Node; s send_N_id_To_User_EncreptedBy_Kvm
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forward_N_id_To_User,r17).Nodey,
useVM, rig).Node

generate_Kvm, ;). User
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The rates that used in this model are exactly the same to
those rates that have been used in [7] and are shown in the
Table II. As well as to use c rate, which is experimental rate
and represents the rate of the cpu action.
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The model scalability will be examined in this section,
whereas two sets of experiments will be presented. Whilst, the
first set will replicate the resources (CM and TC), the second
set will increase the rate of actions instead of replicating the
servers. Furthermore, in this model we have assumed that the
number of nodes is equal to the number of users, this to avoid
the case where the User component become a bottleneck.
It is noteworthy that only two most significant actions will
be presented throughout our results, which is the cpu action
that presents the maximum throughput of the model; and the
useVM action, which is demonstrating the successfulness of a
launch request.

1) Scalability by Replicating Servers (CM and TC): Ini-
tially, it has been looked at the scalability of the model where
the number of Nodes and Users= 1000, CM= 15 and TC= 10,
i.e. this is the balance point. As can be seen in Figure 3,
the throughput of the model is increased as we increase the
number of nodes up to Node= 1000, which is the saturation
point. After this point, the throughput is shown as a flat line
because the system is saturated, which means not enough
capacity at the server side. That is to say, increasing the
number of nodes larger than 1000 in the case that shown
in Figure 3, will only make any coming request to just join
the waiting queue. Thus, waiting for a free resource to be
processed. Moreover, the maximum throughput for the 7C can
be calculated as the number of CPUs (i.e. in TC instances)
multiplied by the rate of the cpu action (c). Means it is used
all the time (the utilisation is 100%), as a result, it is saturated.

On the other hand, the scalability of the model can be
increased substantially by only increasing the number of CMs
to be 72 and the TCs to be 50 instances as illustrated in Figure
4. Additionally, unlike the results are shown in Figure 3, the
model now able to handle 5000 requests simultaneously. But,
also, again the model is saturated at 5000 because it reaches
its maximum throughput and will not able to process any
coming requests while waiting for a resource to become free.
So, this means, the model is able to scale up as we increase the
number of resources instances, which is allowed to predict the
saturation point of a system for any given load (i.e. a number
of nodes) and then can predict the most appropriate number
of resources that can handle this load.

Latency is the second metric that has been used in our
experiments for the evaluation of the model performance.
Where, it has been calculated as follows:

Maz(0, (Pop — N + 1))
N * rate,

Latency = (2)

rate,
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Fig. 4: Throughput of VM Launch, CM= 72 and TC=50

Where N is representing the number of servers that cooperate
in a specific action which would relate to CM or TC. Also,
it has been validated by comparing our calculation of the
latency with the Average Response Time that given by the
PEPA Eclipse Plug-in tool. Figure 5 and Figure 6 respectively
display the latency of the VM Launch model for the relatively
small and large scale systems. It is obvious that, the latency
of the model in both figures is shown as a flat line up to the
Node= 1000 in Figure 5 and then up to the Node= 5000
in Figure 6. That is because there are enough servers in
both cases respectively. Then it start increases linearly in
both figures as the load becomes higher than 1000 nodes in
Figure 5 and greater than 5000 nodes in Figure 6. Noteworthy,
both calculations (calculated latency and the tool Average
Response Time) are very consistent in their prediction up
to the saturation point where Node= 1000 in Figure 5 and
Node= 5000 in Figure 6. However, there is a small deviation in
both figures, specifically, after the prediction of the saturation
point. Also, Figure 6 showing the model latency is decreased
significantly even with a large number of nodes in comparison
with Figure 5. That is because in Figure 6 the number of
servers is increased (CM= 72 and TC= 50), thus the system
gives better performance.

2) Scalability by Changing Rates: Alternatively, in the
following set of experiments, it has been increased the rates
of actions instead of raising the number of servers, i.e. CM
and TC. Indeed, it is another way of considering the VM
Launch security protocol. In practise, it is not desired to
have, for example, 72 CMs and 50 TCs instances, and also,
having replicated servers will increase the vulnerability of
the platform. Nevertheless, this kind of model allowing us to
provide an approximation of the performance of such systems
at an abstract level. That is to say, having, for instance, one
CM that 72 times faster, will be cost effective and offer
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an enhanced performance. In fact, increasing the number of
instances in a model is effectively increasing the rates, where it
will be equals to the number of instances multiplied by those
rates. Table III represents the rates that have been used in
the model in the second set of experiments. Where it has been
considered model scalability by changing the actions rates and
all these rates are experimental rates.

TABLE III: VM Lunch rates of actions are increased

Rate | Value | Rate | Value | Rate | Value
r1 300 7 325 T14 175
r9 200 T 350 T16 489.6
r3 280 r9 400 17 518.4
T4 320 10 345 718 0.05
rs5 432 11 450 c= 1125
6 576 r19 430

Although, Figure 7 exhibiting the model results with differ-
ent specifications in the model, the results are very close to
those illustrated in Figure 4. However, it is worth noting that
the system now is able to handle 5000 nodes concurrently
with these fast rates and only one CM and one TC. So, once
it becomes saturated we can replicate the number of servers
in the model. Hence, increasing the number of instances in
this case of (Figure 7) will significantly increase the model
scalability. Accordingly, it will be able to scale up to deal
with a larger number of nodes.

In comparison with the latency that shown in Figure 6,
Figure 8 gives better results where the latency of the model
is decreased. Also, the latency is shown as a flat line, because
there is no competition for resources. Moreover, the compar-
ison of the calculated latency and the tool Average Response
Time that displayed in Figure 8 is very consistent up to the
point where Node=5000 (i.e. have enough resources), then start
increasing linearly as the queuing time rises.
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B. Discussion

In practise for any given resources there is a capacity
limit, nevertheless, with this model, we are able to predict
the saturation point for a given number of nodes and users.
Accordingly, at the saturation point we able to determine
whether the bottleneck will become on the CM side or on
the 7C side. Both cases that have been illustrated in the
above figures agree to some extent. But, the numbers are
slightly different as a result of how the ODEs analysis dose
it. Whereas, the ODEs gives more precise outcomes with
enormous components’ amount. So, if the capacity exceeded,
then it is going to be saturated. Thus, result in a steadily
increasing latency as displayed in Figure 5, Figure 6 and
Figure 8. It is noticeable that, is notionally and numerically
slightly different approximation between Figure 4 and Figure
7 with the same number of nodes. But, that is because in the
latter figure we have used fast rates, which allow to scale up
with less number of servers.

VI. CONCLUSION

We have presented approaches for analysing the perfor-
mance of the Trusted Cloud Computing Platform TCCP sys-
tem, specifically the Node Registration and VM Launch pro-
tocols. This work is motivated by investigating the scalability
issues of the Node Registration and the VM Launch protocols
that have been explored in [7] and [8] that forms part of a
larger study into scalable modelling of protocols for cloud
computing.

Experiments with the Node Registration protocol model
have shown that it is able to scale up with the increased
loads. As a result, replicating the TC instances will allow
the model significantly to scale up with the increase of the
number of nodes. Hence, this model is able to cope with the
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performance limitation of the previous model [8]. In practise,
there are other reasons that might limit the TC performance,
for instance, network bandwidth, which is not considered in
this research.

The VM Launch model that illustrated in section V, is not
only able to scale up with large loads, but also, can be used
to predict the saturation point for the given load. We have
explored two different cases. First, by scaling the number of
servers of both CM and TC. Second, by scaling the model
through the rise of the rates. Obviously, having changed the
number of servers in the model gives a fine granularity. Which
means that effectively will get what is the capacity needed
at the TC and the CM, in order to get a scalable result.
Consequently, the model is able to provide the scalability
while maintaining the confidentiality and integrity. Clearly, it is
more beneficial to validate the obtained results against a real
augmentation. Whereas, one of the objectives of modelling
training study would be to perform validations of all created
models. But in this case, we do not have an implementation
of the TCCP system. So, the future work is to consider other
similar types of protocol, where is an implementation on which
we can do the validation against the model.
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Abstract—Network availability is a key consideration in
disaster planning, but it also has critical impacts on everyday
life and work. For organizations, network downtime or
sluggishness equates to business downtime, at considerable cost
to organizations through inefficiency, lost sales, lack of critical
data for decisions, and other harmful effects. First hop
redundancy protocols (FHRP) are an essential tool for
improving the availability of IP networks. In this paper, we
evaluate the three particular protocols of FHRPs, namely the
Hot Standby Router Protocol (HSRPv6), Virtual Router
Redundancy Protocol (VRRPv3), and Gateway Load Balancing
(GLBPv6) using GNS3 tools. The First Hop Redundancy
Protocols have been implemented, tested, optimized, and
compared to one another in terms of CPU Utilization, Traffic
flow, packet loss and convergence time. The comparison
indicates which protocol is best in which scenario and which is
best among the three protocols.

Keywords—VRRP, FHRP, HSRP, GLBP

L.

In the modern world, most enterprises are becoming more
considerate about the network availability and minimization
of downtime because the demand for online applications and
services has increased rapidly. This resulted in increasing
demands for services that provide network availability and
minimize network downtime for these businesses.

In today’s network, availability became a major issue for
corporations and businesses. Each minute of outage could
cause a company hundred, if not thousands of dollars. In
order to minimize outages, we try to increase the uptime of
the network by using redundant links and nodes. Although
redundancy is good it is costly too, and there is no single way
of achieving optimal availability for network it depends on
the customer business needs and how much it can tolerate the
downtime of the network [1].

INTRODUCTION

II.  AVAILABILITY

Availability refers to the amount of time a network is
available to users and is often a critical goal for network
design customers. The availability can be expressed as a
percent uptime per year, month, week, day, or hour,
compared to the total time in that period. Availability is
linked to reliability but has a more specific meaning (percent
uptime) than reliability. Reliability refers to a variety of
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issues, including accuracy, error rates, stability, and the
amount of time between failures [3].

A. Measuring Availability

Network availability is measured as the percentage of time a
system stays fully operational over a period of time, usually
over a year. Service providers will typically include a
specified level of network availability in a service level
agreement (SLA).

Availability is also associated with resiliency, which is a
word that is becoming more popular in the networking field.
Resiliency means how much stress a network can handle and
how quickly the network can rebound from problems
including security breaches, natural and unnatural disasters,
human error, and catastrophic software or hardware failures.
A network that has good resiliency usually has good
availability [2].

To calculate a theoretical availability, the network is divided
into each dependent unit, such as hardware, software,
physical connections, power supplies etc. For most
equipment, the manufacturer will supply information on
availability expectations, often described as Mean Time
Between Failure (MTBF).

For those parts of the network not having this data, such as a
power source, statistical data and estimations have to be used.
The expected time to repair each part of the network has to
be estimated. This is normally referred to as Mean Time to
Repair (MTTR). The availability for each unit is calculated
by:

MTBF
MTBF+MTTR

Availability = (1)

The total availability for the network is then determined by
combining the availabilities of the individual components.
Theoretically, the availability of a redundant network should
be higher than a serially connected one. However, the time
taken to fail-over to the standby device should also be
considered in the redundancy calculations [2].
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Network redundancy is a procedure that involves including
additional instances of network devices and equipment in a
network as a way of ensuring network availability in the event
that a network device or network path fails. Redundancy can
be implemented at layer 2 using spanning tree protocol but
this paper looks at redundancy options at the network layer
using first hop redundancy protocol.

B. Cost of Network Downtime

Network downtime occurs when this digital network shuts
down or becomes unavailable for use. Downtime can be
either planned or unplanned.

Many organizations do not fully understand the impact of
downtime on their business. Calculating the cost of this
impact can be difficult because it requires an understanding
of both tangible and intangible losses. Tangible losses are
quantifiable, hard costs; they include lost revenue, the cost to
recover lost information, disaster recovery, and business
continuity costs. Intangible costs include damage to your
company’s reputation, lost customers, and employee
productivity costs. In many ways, the damage associated with
intangible costs can have a greater long-term impact on an
organization than that of tangible costs.

In 2020, the information Technology intelligence consulting
(ITIC) study showed Fig (1) that since 2016 the average cost
of downtime that lasts 1 hour has risen by 30%. In summary,
1,000 companies answered the poll questions, and the results
were as follow [4].

50.50S1'5051 00

s —

Median
m2013

Mean Maximum

2019

Minumum
2016

Fig. 1. ITIC Average cost

More than 30% of the enterprises claimed that they spend
from $1 to 5 million on 1 hour of downtime. Meanwhile, over
$300,000 is the value of 1 hour of downtime for nearly 80%
of organizations. Finally, 98% reported that 1 hour of
downtime costs them almost $100,000 [21].

III. RELATED WORK

Besides, research [15] conducted by A. Zemtsov. (2019)
entitled “Performance Evaluation of First Hop Redundancy
Protocols for a Computer Networks of an Industrial
Enterprise”.

In a previous study [16], M. Mansour, et al (2021) under the
title “Performance Analysis and Functionality Comparison of
First Hop Redundancy Protocols” investigate the impact of
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several factors such as Packet loss, CPU utilization,
convergence time.

In a previous study [17], M. Mansour (2020) under the title
“Performance Evaluation of First Hop Redundancy
Protocols” investigate the impact of several factors such as
convergence time, CPU utilization, Bandwidth consumption,
Traffic flow.

In addition, another paper [18] study by Usman et al (2019)
entitled “Performance Analysis and Functionality
Comparison of FHRP Protocols” investigate the impact of the
bandwidth usage, CPU utilization and convergence time were
measured.

Another study [19] by Rahman et al. (2017) titled
"Performance Evaluation of First Hop Redundancy Protocols
(HSRP, VRRP & GLBP)" where this study was conducted to
evaluate the performance of HSRP, VRRP, and GLBP with
only one parameter, namely packet loss.

Research [20] conducted by Imelda et al (2020) with the title
"Performance Analysis of VRRP, HSRP, and GLBP with
EIGRP Routing Protocol" which evaluates the three FHRP
protocols, namely VRRP, HSRP, and GLBP and tests using
parameters throughput, delay, packet loss, and downtime. But
it is using one routing protocol that is EIGRP.

IV. FIRST HOP REDUNDANCY PROTOCOLS

First, Hop Redundancy Protocol (FHRP) is a group of
protocols that allow a router on a network to automatically
take over if a primary default gateway router fails. The
devices on a shared network segment are configured with a
single default gateway address that points to the router that
connects to the rest of the network. The problem comes when
this primary router fails, and there is a second router on the
segment that is also capable of being the default gateway but
end devices don’t know about it. Hence, if the first default
gateway router fails, the network will terminate [2] [4].

One of the solutions to this problem is First Hop Redundancy
Protocols. The three main First Hop Redundancy Protocols
are HSRP - VRRP -GLBP [15].

First hop redundancy protocols such as HSRP and VRRP
provide default gateway redundancy with one router acting as
the active gateway router with one or more other routers held
in standby mode. While others like GLBP enables all
available gateway routers to load share and be active at the
same time [5] [6].

A. Hot Standby Routing Protocol (HSRPv6)

The HSRP is an FHRP designed to allow for transparent
failover of the first-hop IP router. HSRP provides high
network availability by providing first-hop routing
redundancy for IP hosts on Ethernet configured with a default
gateway IP address. HSRP is used in a group of routers for
selecting an active router and a standby router in a group of
router interfaces, the active router is the router of choice for
routing packets; the standby router is the router that takes
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over when the active router fails or when preset conditions
are met [7].

HSRPv6 hosts learn of available IPv6 routers through IPv6
neighbor discovery route advertisement (RA) messages.
These are multicast periodically, or may be solicited by hosts.
HSRP is designed to provide only a virtual first hop for [Pv6
hosts.

An HSRP IPv6 group has a virtual MAC address that is
derived from the HSRP group number, and virtual IPv6 link-
local address that is, by default, derived from the HSRP
virtual MAC address. Periodic RAs are sent for the HSRP
virtual IPv6 link-local address when the HSRP group is
active. These RAs stop after a final RA is sent when the group
leaves the active state [9] [22].

Periodic RAs for the interface link-local address stop after a
final RA is sent while at least one virtual IPv6 link-local
address is configured on the interface. No restrictions occur
for the interface IPv6 link-local address other than that
mentioned for the RAs. Other protocols continue to receive
and send packets to this address [24].

HSRP uses a priority mechanism to determine which HSRP
configured router is to be the default active router. To
configure a router as the active-router, you assign it a priority
that is higher than the priority of all the other HSRP-
configured routers. The default priority is 100, so if you
configure just one router to have a higher priority, that router
will be the default active router [8].

1-  HSRP IPv6 Virtual MAC Address Range

HSRP routers communicate with each other by exchanging
HSRP hello packets. These packets are sent to the destination
IP multicast address FF02::66 on UDP port 2029 for IPv6
[29]. HSRP IPv6 uses a different virtual MAC address block
than does HSRP for IP: 0005.73A0.0000 through
0005.73A0.0FFF (4096 addresses) [22].

2- HSRPv6 Timers

Hello timer: Hello time is the approximate time that routers
send in a hello massage to indicate that the peer router is
active, and the default value is 3 seconds.

Hold timer: Hold time is the approximate time that standby
router will declare that the peer is dead and becomes active,
and the default value is 10 seconds.

These timers are tunable and are tuned to obtain minimum
convergence and therefore making a network highly
available.

B. Virtual Router Redundancy Protocol (VRRPv3)

Virtual Router Redundancy Protocol (VRRP) is an open
standard redundancy protocol for establishing a fault-tolerant
default gateway. VRRP provides an alternate route path for
hosts without changing the IP address or MAC that the host
knows [11]. VRRP adds a group of routers that can act as
network gateways that enable the traffic to pass through that
gateways. Routers in the VRRP group elect a master through
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the VRRP election mechanism to act as a gateway. Routers
in a VRRP group determine their roles by priority [9].

VRRP version 3 (VRRPv3) introduces IPv6 address support
for both standard VRRP and VRRP enhanced (VRRP-E)
[23].

VRRPv3 implements support for [Pv6 addresses for networks
using IPv6, and it also supports IPv4 addresses for dual-stack
networks configured with VRRP or VRRP-E. VRRPV3 is
compliant with RFC 5798. The benefit of implementing
VRRPV3 is faster switchover to backup devices than can be
achieved wusing standard IPv6 neighbor discovery
mechanisms. With VRRPv3, a backup router can become a
master router in a few seconds with less overhead traffic and
no interaction with the hosts [11].

1. VRRPV3 Addressing

VRRP communicates with the other configured VRRP
routers (within the same group) by sending an advertisement
out every second (by default); this advertisement provides
these devices with a state of the current master router as well
as its priority. VRRP uses the IPv6 multicast address of
FF02::12 that used to send hello messages [25].

2. VRRPv3 Timers

VRRP has the best default timer allowing it to converge
faster than HSRP or GLBP with their default timers. It uses
millisecond timers where absolutely necessary and with
careful  consideration and testing. millisecond values work
only under favorable circumstances. The use of the
millisecond timer values is compatible with third party
vendors, as long as they also support VRRPv3. You can
specify a timer value between 100 milliseconds and 40000
milliseconds [10].

C. GLBP for IPv6

The Gateway Load Balancing Protocol (GLBP) feature
provides automatic router backup for IPv6 hosts configured
with a single default gateway on an IEEE 802.3 LAN.
Multiple first hop routers on the LAN combine to offer a
single virtual first hop IPv6 router while sharing the IPv6
packet forwarding load [22].

The advantage of GLBP is that it additionally provides load
balancing over multiple routers (gateways) using a single
virtual IPv6 address and multiple virtual MAC addresses.
The forwarding load is shared among all routers in a GLBP
group rather than being handled by a single router while the
other routers stand idle. Each host is configured with the
same virtual IPv6 address, and all routers in the virtual router
group participate in forwarding packets [12].

1.  GLBP Addressing

A GLBP group allows up to four virtual MAC addresses per
group. The AVG is responsible for assigning the virtual MAC
addresses to each member of the group. Other group members
request a virtual MAC address after they discover the AVG
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through hello messages. Gateways are assigned the next
MAC address in sequence. A virtual forwarder that is
assigned a virtual MAC address by the AVG is known as a
primary virtual forwarder. Other members of the GLBP
group learn the virtual MAC addresses from hello messages.
A virtual forwarder that has learned the virtual MAC address
is referred to as a secondary virtual forwarder [22].

2. GLBP Timers

The default timers in GLBP are similar to HSRP and
tunable too. The hello timer: Hello time default value 3
seconds. While the Hold time default value 10 seconds.
These timers are tunable and are tuned to obtain minimum
convergence and therefore making a network highly
available [13].

V. SIMULATION AND RESULTS

This paper focuses on implementing first hop redundancy
protocols in a network to increase the availability and reduce
network downtime. The main objective is to implement
different First hop redundancy protocols on three sites and
compare the performance of each one. Each site connects to
two different ISP to provide high availability, and if one of
the links fails (connected to main ISP) the other will take
over, this will provide a way to minimize network downtime,
which is one of the most important goals of corporations in
today’s network.

A. Simulation Tool

GNS3 is a cross-platform graphical network simulator that
runs on Windows, OS X, and Linux, it allows the
combination of virtual and real devices, and is used to
simulate complex networks without having dedicated
network hardware such as routers and switches [14].

In GNS3 VPCS can provide Traffic Flow by using ICMP,
TCP or UDP data flow. Simulating network fails IP Service
Level Agreements (SLA) will be using and track object to
help with failover process. IP SLAs is a network performance
measurement and diagnostics tool that uses active
monitoring. It is beneficial in the sense that it checks the
reachability of a specific IP address and reports it back.
Finally, results obtained are analyzed using Wireshark.

B. Network Design

The design used is a hierarchical design where each
enterprise has two core layer routers and two access layer
switches with partial mesh network topology in order to
eliminate single points of failure in the enterprise network.

The design as shown in fig (2) consists of three enterprises
(Enterprise 1, Enterprise 2, and Enterprise 3) each of them is
connected to two ISP to disrepute internet access to the
enterprises, each enterprise consists of two routers inside that
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connect internal network to the internet and two switches that
provide layer 2 connectivity.
In order for the network to work and provide connectivity
between the network nodes with fast convergence time
OSPFv6 routing protocol is used to forward packets between
the ISPs and the enterprises.

Each router has track object that is used to verify connection
to ISP in case the connection goes down the track object
decrements a value to the priority of active/master router
which will make it have less priority than the standby/backup
and it will result in making the standby/backup to become
active/master router.

Fig. 2. Network Topology

C. Configuration

HSRPv6 Hot standby router protocol is configured on the
first enterprise that contains R1 and R2. The link-local
address is generated by entering standby IPv6 command. A
link-local address is an IPv6 unicast address that can be
automatically configured on any interface using the link-local
prefix FE80: :/10, and the interface identifier in the modified
EUI-64 format. VRRP Virtual Router Redundancy Protocol
is configured on the second enterprise that contains R3 and
R4. GLBP for IPv6 Gateway Load Balancing Protocol is
configured for the third enterprise that contains R5 and R6.

IP SLA is Configured on enterprise routers to check the
reachability of the ISP. If the reachability goes down it will
report it back to the FHRP on the router using track object
and bind it to the IP SLA when the ISP goes down. The track
object will decrement a value of the priority of the router
making it do to standby/backup while the other router
becomes the active/master.

VI. RESULTS

This section will present and discuss the measurements taken
in order to measure the performance of FHRPv6 and provide
and analyze the results of each FHRPv6 then compare them.

CPU Utilization

CPU utilization is the sum of work handled by a Central
Processing Unit. It is also used to estimate system
performance. CPU utilization can vary according to the type
and amount of computing task because some tasks require
heavy CPU time while others require less CPU time.
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CPU utilization shows the burden on a processor in terms of
percentage that indicates if any changes are to be made in the
system otherwise it may get exhausted of capacity.

- Traffic Flow Monitoring

Traffic flow is a sequence of packets from a source to a
destination, which may be another host, a multicast group, or
a broadcast domain.

In GNS3 VPCS can provide Traffic Flow by using ICMP,
TCP or UDP data flow.

This can be shown and analyzed by using protocol analysis
programs like Wireshark.

Traffic Monitoring allows us to better plan and optimize the
network for peak performance, when we configuring the
network to support the correct amount of bandwidth or
providing load balancing over multiple links, connectivity
and speed are improved and users have a better experience
when using the network.

Because of the different default hello and hold timers
mentioned, this will cause inaccurate results, so two tests will
be taken for FHRP one with the default timers and the other
after the optimization of those timers.

A. HSRPv6

a) CPU Utilization without optimization

HSRPv6 consumed an average of 0.16% of CPU usage for
R2 and 0.17% for R1 while it consumed an average of 0.16%
of CPU usage for both routers.

HSRPv6 consumed an average of 24.5% of CPU utilization
for both routers as shown in Fig (3).

R2
R2#sh processes cpu sorted
cpPU utilization for five seconds: 25%/0%; one minute: 12%; five minutes: 14%
PID Runtime(ms) Invoked usecs S5sec iMin SMin TTY PI‘D(ESS
48 2308 14 20245 8.79% 0.73% 0.31% o
5703 306 18637 4.07% 0.84% 0.69% o] Check heaps
372 15370 3333 4611 2.39% 2.19% 2.02% 0 OSPFV3R-1/6/0

81 1225 40 30625 1.83% 0.23% 0.13% 0 Per-minute Jobs

3 7326 4430 1653 0.87% 0.86% 0.85% 0 OSPFV3H-1/6/0
369 4199 4044 1038 0.87% 0.53% 0.51% 0 IPV6 Input
364 4268 38951 109 0.79% 0.68% 0.57% 0 HSRP Common
104 5976 10281 581 0.79% 0.82% 0.77% 0 VRRS Main thread
269 5946 0277 578 0.71% 0.88% 0.78% 0 MMA DB TIMER
281 5909 10284 574 0.55% 0.83% 0.77% 0 MMA DP TIMER
370 1024 304 3368 0.47% 0.10% 0.09% 0 IPV6 ND
84 4613 6706 687 0.47% 0.71% 0.65% 0 IO0Sv el000
96 2421 6706 361 0.47% 0.36% 0.33% 0 I0Sv in console
82 4601 747 6159 0.39% 0.49% 0.48% 0 Per-second Jobs
133 1465 19635 74 0.31% 0.20% 0.18% 0 IPAM Manager

7 9] 0.14 9] 2]
54 845 343 2463 0.15% 0.09% 0.08% 0 Net Background
161 265 2887 91 0.07% 0.02% 0.00% 0 SSs Feature Time
371 1965 2948 666 0.07% 0.05% 0.08% 0 Ml
@ r1

R1l#sh processes cpu sorted
cpuU utilization for five seconds: 41%/0%; one minute: 40%; five minutes: 35%

PID Runtime(ms) Invoked usecs S5sec iMin SMin TTY Process

373 107824 119174 904 20.23% 17.91% 15.64% 0 IP SLAs XOS Even

48 11558 511 22618 9.59% 7.36% 2.67% 0 Exec
372 15023 3348 4487 1.91% 1.98% 1.91% 0 OSPFV3R-1/6/0
104 7697 9116 844 1.43% 1.33% 1.15% 0 VRRS Main thread
281 7720 9115 846 1.19% 1.23% 1.11% 0 MMA DP TIMER
269 7761 9117 851 1.11% 1.26% 1.10% 0 MMA DB TIMER
364 8094 33780 239 0.79% 1.27% 1.15% 0 HSRP Common
84 4754 5962 797 0.71% 0.77% 0.69% 0 IOSv el000

3 5714 4103 1392 0.55% 0.77% 0.73% 0 OSPFV3H-1/6/0
96 3422 5961 574 0.47% 1.28% 0.64% 0 I0Sv in console
133 3009 17054 176 0.47% 0.51% 0.45% 0 IPAM Manager
369 408 363 1123 0.39% 0.50% 0.52% 0 IPV6 Input
371 2460 2673 920 0.31% 0.47% 0.45% o m
82 3775 67 5559 0.31% 0.39% 0.39% 0 Per-second Jobs
161 542 2615 207 0.23% 0.16% 0.16% 0 SSS Feature Time
27 649 708 916 0.23% 0.09% 0.08% 0 ARP_Background

7 0. 0 0 O HSRP IPV6
211 622 754 824 0.15% 0.09% 0.08% 0 ADJ background

54 687 306 2245 0.15% 0.09% 0.08% 0 Net Background

--More--

Fig. 3. HSRPv6 CPU Utilization without Optimization
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b) Traffic flow without Optimization

Fig (4) shows data traffic flow in HSRPv6 network throw R1.
We can see from the following figure that the maximum
bandwidth of the packet reached is 33 packets/sec.
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Fig. 4. HSRPv6 Traffic Flow without Optimization

¢) CPU Utilization with Optimization

HSRPv6 consumed an average of 0.35 of CPU usage for R2
and 0.22% for R1 while it consumed an average of 0.28% of
CPU usages for both routers.

HSRPv6 consumed an average of 29% of CPU utilization for
both routers as shown in Fig (5).

@ r2

R2#sh processes cpu sorted

cPu utilization for five seconds: 53%/0%; one minute: 34%; five minutes: 25%

PID Runtime(ms) Invoked usecs 5sec iMin S5Min TTY Process

372 23418 3654 6408 27.93% 13.08% 4.88% O OSPFV3R-1/6/0
7665 6011 1275 6.94% 3.81% 1.62% O OSPFV3H-1/6/0

369 5781 591 1259 5.82% 2.66% 1.20% O IPV6 Input
364 4889 21589 226 2.07% 1.56% 0.96% O HSRP Common

269 4243 5853 724 1.83% 1.14% 0.79% O MMA DB TIMER
48 4292 259 16579 1.67% 0.31% 0.58% O Exec

281 4059 5851 693 1.35% 1.09% 0.74% O MMA DP TIMER

104 4127 5849 705 1.19% 0.94% 0.71% O VRRS Main thread
82 3308 472 7008 0.79% 0.67% O0.33% O Per_ second Jobs

133 1244 10881 14 0.63% 0.37% 0.23% O IPAM Manager
96 1559 3915 358 O.93% 0.35% 0.28% O Iosv im comsole
371 1631 1830 891 0.47% 0.46% 0.35% O MLD

7 0.39% 0.38% % /
84 2362 3915 603 0.23% 0.48% 0.42% O I0Sv el000

--More--

i

Rl#sh processes cpu sorted

cpPu utilization for five seconds: 36%/0%; one m1nute 37%; five minutes: 33%
PID Runt1me(m5) Invoked usecs = S5sec 1M sMin TTY Process
73 870 59459 506 18.96% 18.60% 11.62 0 IP SLAS XOS Even

362 1 17483 347 2.24% 2.16% 1.28% O HSRP Comm
372 8523 1607 5303 1.83% 2.10% 1.60% O OSPFV3R-1/6/

104 4377 4800 911 1.68% 1.45% 0.93% O VRRS Main thread
57 7031 365 19263 1.52% 1.45% 1.15% O TTY Background
as 3208 247 12987 1.44% 0.75% 0.58% 0O Exec
269 4324 4801 900 1.20% 1.36% 0.91% O MMA DB TIMER
281 4429 4804 921 1.12% 1.44% 0.90% O MMA DP TIMER
369 3269 2376 1375 0.95% 1.02% 0.67% O IPV6 Inpi

3 3779 2041 1851 0.79% 0.96% 0.71% O OSPFV3H-1/6/0
84 2393 3227 741 0.79% 0.72% 0.48% O IOSv elO

133 1728 8821 195 0.47% 0.58% 0.39% O IPAM Manager
371 1610 1537 1047 0.39% 0.25% 0.21% O MLD
82 2537 397 6390 0.39% 0.43% 0.41% O Per-second Jobs
26 1339 3227 414 0.23% 0.38% 0.27% O IOSv in_console
278 292 7 1271 0.23% 0.10% 0.08% O Crypto IKEV2

120 1227 95 12915 0.23% 0.06% 0.11% O CDP Protocol
370 65 165 3963 0.15% 0.09% 0.09% O IPV6 ND

195 367 370 991 0.15% 0.11% 0.08% O RUDPVL Main Proc
247 283 707 400 0.15% 0.07% 0.04% O CCE DP URLF cach

0.15% 0.31% 0.20% [

102 357 375 952 0.15% 0.10% 0.08% O FHRP Main thread
56 168 134 1253 0.15% 0.02% 0.00% O Logge
54 520 147 3537 0.15% 0.13% 0.08% O Net sackground
--More-—

Fig. 5. HSRPv6 CPU Utilization with Optimization

d) Traffic flow with Optimization

Fig (6) shows data traffic flow in HSRP network through R1.
We notice in the following figure that the maximum
bandwidth of the packet still 33 packets/sec.
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Fig. 6. HSRPv6 Traffic flow with Optimization
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B. VRRPv6
a) CPU Utilization without optimization

VRRP consumed an average of 0.85% of CPU usage for R4
and 0.55% for R3 while it consumed an average of 0.70% of
CPU usage for both routers.

VRRP consumed an average of 23.5% of CPU utilization for
both routers as shown in Fig (7).

@ ra

R4#sh processes cpu sorted

cpU utilization for five seconds: 8%/0%; one minute: 11%; five minutes: 11%
PID Runtime(ms) Invoke usecs 5sec imin 5Min TTY Process

72530 1.19% 1.40% 1.50% 0 OSPFV3R-1/6/0
0. . 94% 0.74% WL Main thread
281 52684 71997 731 0.79% 1.04% 1.09% 0 MMA DP TIMER
367 29745 25831 1151 0.79% 0.57% 0.60% 0 IPV6 Input
84 37010 45920 805 0.71% 0.75% 0.77% 0 IOSV el1000
104 53096 72013 737 0.63% 0.95% 1.07% 0 VRRS Main thread
82 28373 4734 5993 0.55% 0.49% 0.51% 0 Per-second Jobs
48 4934 591 8348 0.47% 0.60% 0.33% 0 Exec
96 18541 45920 403 0.39% 0.35% 0.37% 0 I0Sv in console
269 52866 72002 734 0.39% 1.32% 1.30% 0 MMA DB TIMER
29611 20094 1473 0.23% 0.48% 0.52% 0 OSPFV3H-1/6/0
54 5316 2725 1950 0.23% 0.09% 0.11% 0 Net Background
369 15333 18879 812 0.23% 0.14% 0.14% 0 MLD
27 4356 4922 885 0.23% 0.07% 0.06% 0 Arp Background
368 6105 1992 3064 0.15% 0.12% 0.14% 0 IPV6 ND
102 3975 4687 848 0.15% 0.11% 0.10% 0 FHRP Main thread
211 4697 5448 862 0.15% 0.10% 0.09% 0 ADJ background
--mMore-- i
R3

R3#sh processes cpu sorted

CPU utilization for five seconds: 34%/0%; one minute: 36%; five minutes: 36%

PID Runtime(ms) Invoked usecs 5sec imin SMin TTY Process
371 940648 932696 1008 18.87% 21.20% 21.63% 0 IP SLAs XOS Even
81 5979 166 36018 2.07% 0.25% 0.14% 0 Per-minute Jobs
269 63425 67472 940 1.75% 1.46% 1.41% 0 MMA DB TIMER
104 63844 67484 94 1.75% 1.39% 1.41% 0 VRRS Main thread
5 22300 1296 17206 1.59% 0.63% 0.48% 0 Check heaps
281 63121 67452 935 1.35% 1.43% 1.47% 0 MMA DP TIMER
48 6193 867 7143 0.95% 2.16% 1.16% 0 Exec
84 41474 43038 963 0.79% 0.97% 0.95% 0 IOSV el000
133 27239 130507 208 0.71% 0.68% 0.65% 0 IPAM Manager
82 23481 4469 5254 0.55% 0.51% 0.55% 0 Per-second Jobs
370 71384 13940 5120 0.55% 1.19% 1.28% 0 OSPFV3R-1/6/0
3 33547 17103 1961 0.47% 0.71% 0.69% 0 OSPFV3H-1/6/0
367 33744 24429 1381 0.39% 0.67% 0.69% 0 IPV6 Input
38853 15356 2530 0.31% 0.51% 0.84% [(LEP Main thread
3575 941 3799 0.23% 0.04% 0.05% 0 CDP Protocol
195 1 4027 4412 912 0.15% 0.09% 0.08% 0 RUDPVL1 Main Proc
--More--

Fig. 7. VRRP CPU Utilization without Optimization

b) Traffic flow without Optimization

Fig (8) shows data traffic flow in VRRP network throw R3.
We note in the following figure that the maximum bandwidth
of the packets is 15.5 packets/sec.
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Fig. 8. VRRP Traffic flow without Optimization

¢) CPU Utilization with Optimization

VRRP consumed an average of 1.70% of CPU usage for R4
and 0.93% for R3 while it consumed an average of 1.31% of
CPU usage for both routers. VRRP consumed an average of
27% of CPU utilization for both routers as shown in Fig (9).
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R4
R4#sh processes cpu sorted
CPU utilization for five seconds: 26%/0%; one minute: 17%; five minutes: 20%

PID Runtime(ms) Invoked usecs 55e iMin TTY Process

48 13826 14 3.64% 1.21% 0 Exec

2 % 1 Z 0 @ Main thread

281 4347 5439 799 1.91% 1.27% 0.83% 0 MMA DP TIMER
370 9787 1679 5829 1.75% 1.45% 1.50% 0 OSPFV3R-1/6/0
367 4386 2927 1498 1.04% 0.94% 0.78% 0 IPv6 Input

84 2382 3649 652 0.79% 0.72% 0.51% 0 IOSv el000
269 4371 5435 804 0.79% 0.85% 0.65% 0 MMA DB TIMER
104 4405 5440 809 0.71% 1.12% 0.79% 0 VRRS Main thread

96 1472 3649 403 0.71% 0.39% 0.30% O IOSV in console
369 1610 1709 942 0.47% 0.48% 0.39% O0OM

3 3971 2027 1959 0.47% 0.65% 0.63% 0 OSPFVBH—I/E/O
--More-- i
@Ere

R3#sh processes cpu sorted
CcPU utilization for five seconds:
PID Runtime(ms)

34%/0%; one minute: 38%; five minutes: 34%
Invoked usecs Sec  1Min  SMin TTY Process

19.12% IP SLAs XOS Even
Exec

MMA DB TIMER
MMA DP TIMER
VRRS Main thread
IPV6 Input
OSPFV3R-1/6/0
I0Sv el000

IPAM Manager
OSPFV3H-1/6/0
per-second Jobs
RUDPVL Main Proc
WLLE Main thread
mDNS

IPV6 ND

oofglocococoorFRRHENS
oofdlococococoocoooooo
=

--More--

Fig. 9. VRRP CPU Utilization with Optimization

d) Traffic flow with Optimization
Fig (10) shows data traffic flow in VRRP network throw R3.
We can see in the following diagram that the maximum
bandwidth of the packets is 25 packets/sec.

N‘ ‘i nlr\“-\lu‘\ am |. ‘\ ‘“”

I i [l \ W
' M .' ‘vlv" (mw"\“ll‘n"\ 'x‘, w ‘\l‘ AWy ”\J : W.m Vil "\Hu ,'l\‘ '.,m\mm. \ i u.M tii ,\ ”‘ i
l

Fig. 10. VRRP Traffic flow with Optimization

C. GLBPv6

a) CPU Utilization without optimization

GLBP consumed an average of 0.60% of CPU usage for R6
and 0.88% for RS while it consumed an average of 0.74% of
CPU usage for both routers.

GLBP consumed an average of 25.5% of CPU utilization for
both routers as shown in Fig (11).

@ re
R6#sh processes cpu sorted
cpPU utilization for five seconds: 19%/0%; one minute: 17%; five minutes: 15%
PID Runtime(ms) Invoked usecs e i in TTY Process
3

w
P
w
w
w
a
N0
P
o®
w
»
v
®

xec
OSPFV3R-1/6/0
VRRS Main thread
OSPFV3H-1/6/0
MMA DP TIMER
MMA DB TIMER

372 20449 4245 4817 la7% 2
1.
1.
1

Per-second Jobs
IPV6 Input
IOSv e1000

Net Background
IPAM Manager
Iosv in conmsole

ocooooofglocoooo
m

26
—-more-- W

&= RS
R5#sh processes cpu sorted

cPuU_utilization for five seconds: 39%/0%; one minure: 37%; five minutes: 36%
TTY

PID Runtime(ms) Invoked usecs S5sec imMin SMin Process
37 183442 182190 1006 22. 34% 09% 0 IP SLAs XOS Even
372 2087 3407 3. 2 2 0 OSPFV3R-1/6/0
3 795 10915 1. o o 0 Exec
104 13637 952 1. 1 1 0 VRRS Main thread
269 13636 951 1. 1 1l 0 MMA DB TIMER
281 13642 945 1. 1l 1 0 MMA DP TIMER
84 8841 1011 1. 1 1 0 IOosv e1000
376 5206 1493 0. o [ 0 OSPFV3H-1/6/0
0 0 IPV6 Input
[9)
0 Per-second Jobs

82
--More-- B

Fig. 11. GLBP CPU Utilization without Optimization
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b) Traffic flow without Optimization
Fig (12) shows data traffic flow in GLBP network throw RS
without Optimization.
We note in the following figure that the maximum bandwidth
of the packets in R5 is 16.5 packets/sec.

Fig. 12. GLBP Flow traffic without Optimization

¢) CPU Utilization with Optimization

GLBP consumed an average of 0.82% of CPU usage for R6
and 1.39% for RS while it consumed an average of 1.10% of
CPU usage for both routers.

GLBP consumed an average of 25% of CPU utilization for
both routers as shown in Fig (13).

@ re

R6#sh processes cpu sorted

cpu utilization for five seconds:
PID Runtime(ms) Invoked
372 103623 20083

13%/0%; one minute: 14%; five mmutes 13%
usecs = Ssec  1Min  Swin TTY Pr
2.02%

5159 2.23% 1.96%
1.09%
1.14%

[ osprvzn 1/6/0
0 MMA DB TIMER
0 VRRS Main thread
0 OSPFV3H-1/6/0
G

687
87

0 Per-second Jobs
0 IPV6 Input

0 MMA DP TIMER

0 IOSv el000

0 I0Sv in console

0.28% 0 GLBP Input

0.32%

8559

RS#sh processes cpu sorted

cPu utilization for five zegonds 48%/0%; one minute: 38%; five minutes: 37%

PID Runtime(ms) ol usecs iMin _ 5Min TTY Process
373 1056117 1047116 1008 17. 27% 20 91% 21.27% 0 IP SLAS X0S Even
3 16898 1969 582 19 .79% 0.90%
5 26917 1524 17662 6.07% 0.76% 0.55% 0 Che(k heaps
372 90764 21105 4300 2.79% 1.83% 2.00% 0 OSPFV3R-1/6/0
104 2522 76436 948 2.15% 1.52% 1.49% 0 VRRS Main thread
368 28171 24900 1131 1.59% 0.82% 0.77% 0 IPv6 Input

0 MMA DB TIMER
Pl

926
1479
1067

0 MMA DP TIMER
0 OSPFV3H-1/6/0
0 I0Sv 1000

Fig. 13. GLBP CPU Utilization with Optimization

d) Traffic flow with Optimization
Fig (14) shows data traffic flow in GLBP network throw R5
We can see in the figure below that the maximum bandwidth
of the packets in R5 is 44 packets/sec.
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Fig. 14. GLBP Traffic Flow with Optimization
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VIL

A. CPU Utilization
Fig (15) show CPU Utilization comparison between FHRP.

COMPARISON

CPU UTILIZATION

40 =CPU Lésgages Defult CPU Usages Optimized
245 235 % 25525
20 = =
0 | ——| == | —— |
HSRP VRRP GLBP

Fig. 15. FHRP CPU Utilization Comparison Comparison

We can see from the figure that VRRP does not require high
CPU consumption, because it sends the packets
advertisement interval time every 1000m/s, thus we conclude
that VRRP has the best Utilization of CPU before
Optimization. While GLBP has the best utilization of CPU
after optimization, because GLBP works on the principle of
load balancing between routers, unlike HSRP and VRRP.

B. Packets Loss

Fig (16) show Packet loss comparison between FHRP during
convergence time. GLBP has the lowest packet loss after
optimization.

PACKET LOSS

10
= Defult Optimized
5 4
=K 2
= = !
0 = =
HSRP VRRP

Fig. 16. FHRP Packet Loss Comparison

VIIL

After implementing, optimizing and testing the different
FHRP whilst Studying and analyzing their output of the
conversion time, CPU utilization, and traffic flow it is clear
to see that GLBP has higher performance than HSRP and
VRREP. all the load balancing futures make GLBP an efficient
and reliable protocol or redundancy and providing more
availability to the network, but the only downside is that
GLBP is cisco proprietary so it only runs on cisco devices.
Therefore, it can be concluded the GLBP is better than HSRP
and VRRP in terms of performance and achieving higher
availability in the network.

CONCLUSION
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Abstract— Internet of things (IoT) is a new paradigm
getting very popular day by day that has changed the
traditional way of living into a high tech life style. Smart city,
smart homes, energy saving, smart transportation. The very
reason for this to happen is the advancement in technology and
its ability to get linked to everything. The Internet of Things is
driven by an expansion of the Internet with an ability to
provide smarter services to the environment as more data
becomes available. In the future, hundreds of billions of smart
sensors and devices will interact with one another without
human intervention, on a Machine-to-Machine (M2M) basis.
They will generate an enormous amount of data at an
unprecedented scale and resolution, providing humans with
information and control of events and objects even in remote
physical environments. This paper aims to provide a
comprehensive overview of what the Internet of Things is,
communication technologies, and the possible applications of
IoT in the future, and a review on privacy and security. This
paper will help readers and researchers understand the
Internet of Things and its applicability in the real world.

Keywords— Internet of things, Machine-to-Machine, loT

applications, communication technologies.

L

With the rapid advancements in technology, the
internet of things IoT is coming down the road which is
burgeoning as an ubiquitous global computing network
where everyone and everything will be connected to the
Internet in different environments including homes,
aerospace and various transportations[1]. Controlling
systems and IoT combination is one of the main concerns
of researchers. Different approach has been proposed to
control IoT devices. IoT security has the highest priority
concerns and became the first topic for research in the field
of IoT technology [2]. The year 1999 was easily one of the
most significant for the IoT history, as Kevin Ashton coined
the concept “the internet of things.” where he described loT
as a technology that connected several devices with the help
of a member the Radio Frequency Identification (RFID)
development community in 1999, and it has recently
become more relevant to the practical world largely because
of the growth of mobile devices, embedded and ubiquitous
communication, cloud computing and data analytics [3].
The basic idea of IoT is to allow autonomous and secure
connection and exchange of data between real world devices
and applications, that will enable a networking infrastructure
that connects a large number of devices to allow them to
collect data and communicate with each other in order to
make processed smart decisions [4]. The IoT sensors enable
the physical objects to observe, hear, think and react to share
data to make these decisions. The transformation from
traditional objects to smart objects be done by the
technologies of IoT like ubiquitous computing, wireless
sensor networks, Internet protocols [5]. Meanwhile, a
number of challenges are in the way of the IoT. In terms of
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scalability, IoT applications that require large numbers of
devices are often difficult to implement because of the
restrictions on time, memory, processing, and energy
constraints [6]. Fig.1, shows that with the IoT technology,
anything’s we will able to communicate to the internet at
any time from any place to provide any services by any
network to anyone [7]. The IoT sensors can use various
types of connections like Wi-Fi, and Bluetooth, in the
addition to allowing large-scale area connectivity used many
technologies such as 3G, 4G, 5G ,GSM, GPRS Networks.

‘\ Anything \ Anyone
Internet
\ of Things
\ (IoT)
Any places
\ Anytime \\ Any services

Any networks

Figure.1 Internet of Things Concepts [7].

According to statistica [8] website, It is expected that the
total number of smart devices connected together will reach
up to 50 billion. According to Siemens research, up to
2020, near about 26 billion physical objects will be
connected together on the internet. They can communicate
each other and forwarding and process required data on the
cloud [9]. Also, in 2025, the total number of connected
devices in the world will be approximately 75.44 billion,
Currently, there are about 50 billion devices interconnected
by the IoT which would ragingly grow to about 80 billion
by the year 2030. Fig. 2 shows the rapid growth of IoT by
2030.

_/

INS

IN BILLIC

Figure 2. (IoT) connected devices from 2003 to 2030 (in billions).
The main factor of this growth is not the population of the
world but the smart devices connected to the internet. The
integrated technologies are playing big role to connect the
physical things together and exchange the information
among them [9]. This environment where the machine can
talk to another machine (Machine-to-Machine) (M2M)
learning and human can talk to machine [10].

The purpose of this paper is to present the IoT
communication technology, its engineering architecture and
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its possible future applications, a review the security and
privacy of the (IOT) for connected devices.

II. GENERIC ARCHITECTURE OF INTERNET OF THINGS

Implementation of IoT systems is based on an
architecture consisting of several layers: from the field data
acquisition layer at the bottom to the application layer at the
top have the ability to perform interoperability among
heterogeneous assets around us[11]. IoT system architecture
should be adaptive to make devices interact with other
dynamically and automatically that support connection with
each other [12]. A brief introduction to the layers of IoT
system architecture is as follows;

A. Sensing layer

This is the lowest layer of IoT architecture. this layer
consists of sensor networks, embedded systems and readers
or other soft sensors in different forms. The sensors enable
the interconnection of the physical and digital worlds
allowing real-time information to be collected and processed
In the sensing layer, the smart systems on tags or sensors are
able to automatically sense the environment and exchange
data between these devices. Things can be uniquely
identified and the surrounding environments can be
monitored for various purposes and applications. Other
functions for this layer, identification and information
storage (e.g. RFID tags), information collection (e.g.
wireless sensor networks), information processing (e.g.
embedded edge processors), communication, control and
actuation [13] .

B. Gateways and Network layer

This layer (also known as transmission layer) act as a
bridge to transfer incoming digitized data from object
sensing layer to the service management layer through the
transmission mediums like WiFi, Bluetooth, WiMaX,
Zigbee, GSM, GPRS, 3G/4G technologies with protocols
like IPv4, IPv6[11]. Current networks, often tied with very
different protocols, have been used to support machine-to-
machine (M2M) networks and their applications [14]. The
network layer in IoT, connects all things and allows them to
be aware of their surroundings. Via the network layer,
things can share data with the connected things, which is
crucial to intelligent event management and processing in
IoT. The layer performs other functions; Gateway - Routing
& data addressing - Security and privacy- Error detection
and Correction [15].

C. Service Management layer

The service layer is important for the Internet of Things. It is
a middleware layer that provides a service to its requesters
after specifying the names and address and is responsible for
managing the service and has a link with the important
database [16]. IoT devices implement different types of
services, where each device only communicates with those
other devices that perform the same type of service.
performs the following functions; Service storage &
orchestration — Service composition & organization —
Virtual Entity resolution — IoT service —loT service
resolution — VE & IoT service monitoring, EPC (Electronic
Product Code) information service and ONS (Object
Naming Service) [17].
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D. Interface layer

Includes the IoT application. This layer is at the top of
the architecture and is responsible for delivery of various
applications to different users in system IoT [17]. The
applications of IoT can be covers “smart” environments/
spaces in domains such as smart homes, smart cities, smart
health, animal tracking, etc. food and drug etc. With the
increasing maturity of RFID technology, numerous
applications are evolving which will be under the umbrella
of IoT. It has the responsibility to provide the services to the
applications [18]. The services may be varying for each
application because services depend on the information that
is collected by sensors to simplify the management and
interconnection of things. Fig.2 below shows the four layers
that system IoT architecture represents.

Sensing Layer Network Layer Service Layer Interface Layer
RFID Tags
{] Service Service

Sociy Business Logic Implementation N Appicanen
telligent Sensars| Wiks Network g o[ L rontend
- Service
o » "
RFIO Readers Division > Contract
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Figure 2. Architectural Layers of IoT [13].

III. kEy COMMUNICATION TECHNOLOGIES INVOLVED IN T0oT

In IoT applications, it is mandatory to transmit the data
generated by the devices or sources to the internet. They
should be easy to locate, identify, address, and control [19].
In this section we discuss the technological developments
that can help in the large-scale development of [oT:

A. RFID (radio frequency identification)

RFID is first technology that exists from the time when
the concept of IoT technology was found in late 90*s [20].
RFID systems mainly focuses on Near Field
Communication (NFC) and Radio-Frequency identification
system. RFID systems supports IoT networks by ensuring
that [oT objects are equipped with identifiers and smart tags
that make the objects manageable. Furthermore, RFID
technology enables the IoT objects to have smart chips that
give the objects the ability to sense information in their
environment, compute and communicate with other Humans
or beings. This wireless technology consists of two
components: tags and readers. Tags, which use radio waves
to communicate their identity and other information to
nearby readers, can be passive or active. Passive RFID tags
are powered by the reader and contain no batter. The
transducer includes transmitter and responder, and we can
identify tags in two forms [20].

B. Cloud Computing platforms

An IoT cloud is a type of Internet-based computing that
supports IoT devices and applications. This includes the
underlying infrastructure, servers and storage, needed for
real-time operations and processing. Cloud can offer an
effective solution for IoT service management and
composition as well as for implementing applications and
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services that exploit the things or the data produced by
them. In the past, this whole process was conducted on a
personal computer or local server. In the present, the cloud
can benefit from [oT by extending its scope to deal with
real-world things in a more distributed and dynamic[21].
Moreover, IoT cloud platform services provide more
flexibility in case you want to limit storage requirements
that produce large volume of data collected at different
speeds, and a viable solution for managing data produced by
0T is the cloud [5].

N\

R

N
Figure. 3. A typical Cloud Computing Scenario

C. Wireless sensor networks (WSNs)

Wireless sensor networks (WSNs) are other essential
technologies for collecting data in IoT environment[16].
Wireless sensor networks refer to networks of spatially
dispersed and dedicated sensors that monitor and record the
physical conditions of the environment and forward the
collected data to a central location. WSNs have many nodes
and each node has four parts: sensors, battery,
microcontroller and memory They are generally composed
of low power radios, several smart sensors and embedded
CPUs (Central Processing Units). These devices are used to
form wireless sensor network (WSN) which is necessary to
provide sensing services and to monitor environmental
conditions. the major components that made the WSN
monitoring network includes [5]:

a)- Hardware used for WSN - Typically contains the
interfaces for sensors, processing units, transceivers and
power supplying units.

b)- The communication protocol stack- Nodes in a WSN
network need to communicate between the nodes to transmit
the data in hop-by-hop basis or multi-hop basis to a base
station [5]. There are types of WSNs mobile WSNs,
multimedia WSNs, underground WSNs, or underwater
WSNs[22].

D. 5G/6G Wireless Communications Networks

5G wireless networks provide the connectivity for IoT
system. 5G will increase cellular bandwidth by huge
amounts, making it much easier for the Internet of Things to
network large numbers of devices together. Also, With 5G
technology , data-transfer speeds will increase significantly,
this increase in speed will allow IoT devices to
communicate and share data faster than ever. There are lot
of requirements of IoT applications such as high data rates,
high scalability, low latency, reliability, security, and
mobility, provided by the 5G network [23]. However, it
opens a set of challenges on the architecture of 5G-IoT that
need to be considered are: scalability, security assurance
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and privacy concerns. On the other hand, 6G wireless
communication networks are envisioned to revolutionize
customer services and applications via the Internet of Things
(IoT) towards a future of fully intelligent and autonomous
systems. 6G wireless networks will be able to use higher
frequencies than 5G networks and provide substantially
higher capacity and much lower latency. This is 1,000 times
faster oared expected to empower future IoT networks,
including Artificial Intelligence, Terahertz communications,
massive ultra-reliable and low-latency communications, and
blockchain systems and Industrial Internet of Things
applications [24].

E. Machine-to-Machine (M2M) communication

IoT is also equally plays huge role in today’s integration
of machine and man like Machine-to-Machine (M2M).
M2M, is exactly as it sounds: two machines
“communicating” or exchanging data . This communication
paradigm facilitates ubiquitous communications with full
mechanical automation, where a large number of intelligent
devices connected by wired/wireless links, interact with
each other without direct human intervention [25]. The main
components of an M2M networks include sensors, RFID, a
Wi-Fi technology, Bluetooth, cellular communications, and
autonomic computing software programmed to help a
network device determine data and make decisions[6]. M2M
communication technology is often used for remote
monitoring. The detailed difference between loT and M2M
is depicted in Table 1.

TABLE 1. Difference between [oT and M2M

IoT M2M
IoT connects a computer with It connects “things” to a
“things”, systems and people. computer [26]
Horizontal connection IoT uses. It supports Point-to-point
objects to a cloud communication (vertical)

communication
Hardware and Software based M2M communication is
technology primarily oriented towards

an hardware [27]
Devices do not necessarily
rely on an internet
connection
limited integration options

Active internet connection is
needed in most of the cases

Unlimited integration options

F. 6LoWPAN
6LoWPAN (IPv6 over Low Power Wireless Personal
Area Network) is the first and most common

communication protocol for the IoT. 6LoWPAN system
provides the upper layer system for use with low power
wireless communications for IoT and M2M, originally
intended for IEEE 802.15.4 protocol which cannot exceed
128 bytes, it is now used with many low power wireless
mesh network where every node has its own IPv6
address[28]. This allows the node to connect directly with
the Internet using open standards. Thus, it is able to provide
a direct connection to a 'huge variety of networks including
direct connection to the Internet. It also supports different
length addresses, low bandwidth, different topologies
including star or mesh, power consumption, low cost,
scalable networks, mobility, unreliability [29].
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G. Optical Wireless Technologies( WSNs)

Photonic technologies have played and will play in the
future a significantrole in the development of the IoT. in the
other hand, optical technologies have the potential to greatly
help in realizing future smart infrastructures and systems
they provide fundamental components and high-
performance communication and network capabilities[30].
Moreover, Rapid developments in the field of optical
technologies in the form of technologies like Li-Fi (wireless
optical networking technology ) and optical bidirectional
technology (BiDi) could be a major breakthrough in the
development of IoT. Li-Fi networks, will provide a great
connectivity on a higher bandwidth for the objects
interconnected on the concept of IoT. Also. Bi-Directional
technology gives a higher data rate up 40G Ethernet for a
big data from multifarious devices of [oT [1].

IV. CHARACTERISTICS OF THE IOT

The IoT represents a future technology that shows some
fundamental characteristics as follows:

* Intelligence: IoT makes things smart and enhances life
with the power of data collection, artificial intelligence
algorithms, and networks. Although the popularity of smart
technologies, intelligence in the IoT is only means of
interaction between devices, while user and device
interactions are achieved by usual input methods and
graphical user interfaces [28]. In addition, artificial
intelligence can help IoT devices to interact with humans
and other objects intelligently and make autonomous
decision[31].

* Dynamic changes: The state of devices change
dynamically, e.g connected and/or disconnected as well as
the context of devices including location and speed.
Moreover, some new items joining the network while others
leaving without determining network boundaries [14]. The
IoT devices can dynamically adapt to changing situations
based on their operating conditions.

* Limited energy : Most IoT devices such, wireless
sensors, software, actuators, and computer device are small
and lightweight with limited resources, so they are designed
to work with minimal energy consumption [28].

» Connectivity : New technologies for networking, enables
network accessibility and compatibility and specifically IoT
networking, it also provides new market opportunities for
IoT that can be created by the networking of smart things
and applications also, provides the common ability to
consume and produce data [14].

V. 10T A POSSIBLE FUTURE APPLICATIONS

The IoT has the capability to connect everyday objects.
There are a number of possible future applications. In this
section, we present few of these applications and examines
the challenges that have also been identified;

A. Smart cities

The smart cities in the future depend on networking devices
and it can be accessed by everyone all over the country. In
the future, the smart cities will completely depend on every
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connected device. The distributes sensors in houses, offices
and cities make human’s life more comfortable in various
aspects. Also, the [oT can help in the design of smart homes
e.g., energy consumption management, interaction with
appliances, detecting emergencies, home safety and finding
things easily, home security etc. This, as a result, will lead
to the development of many smart cities with many smart
features, which include: smart planning, smart ICT
development and infrastructure, smart energy, smart
buildings, smart governance [7]. Therefore, these devices
have enabled the automation of home activities by the
adoption of various embedded devices[32].

Figure 4. Smart Cities Aspects[7]

B. Smart Health

Smart health care is built around specialized devices such
as sensors, surveillance systems and wearable all of which
must be connected together. There are several options to
choose from that serve the medical IoT sector, target
specific health care solution needs and easily adapt across
multiple technologies. The marketplace for e-health
monitoring devices is presently characterized by precise
solutions that are equally non-interoperable and designed
based on various architectures and platforms[7]. A close
attention that required to hospitalized patients whose
physiological status should be monitored continuously can
be constantly done by using IoT monitoring technologies.
Sensors are being used to get comprehensive physiological
data and use gateways and the cloud to examine and collect
the information and then transfer the analyzed data
wirelessly to caregivers for additional analysis and review.
Moreover, hospitals will be equipped with smart flexible
wearable embedded with RFID tags which will be given to
the patients on arrivals, through which not just doctors but
nurses will also be able to monitor heart rate, blood
pressure, temperature and other conditions of patients inside
or outside the premises of hospital [1].

C . Smart energy and electric grid

A smart grid is related to the information and control and
developed to have a smart energy management. The IoT
provides more information about the behaviors of electricity
suppliers and consumers in an automated way to improve
the energy efficiency [32]. It also provides consumers with
smart management of energy consumption such as smart
meters, smart appliances, renewable energy resources. A
smart grid that integrates the data and information
technologies (ICTs) to the power network will enable a real-
time, two-way interaction between suppliers and consumers,
creating more dynamic interaction on energy flow, which
will help deliver power more efficiently and sustainably[29].
Such applications and functions will be founded on
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networked intelligent applications and devices and electric
grid infrastructure components, mostly grounded on IoT
ideas.
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Figure 5. Smart grid applications

D. Smart homes, and Buildings

A smart home is a residence that uses internet-connected
devices to enable the remote monitoring and management of
appliances and systems, such as lighting and heating. Many
companies are considering developing platforms that
integrate the building automation with entertainment,
healthcare monitoring, energy monitoring and wireless
sensor monitoring in the home and building environments
[31]. By the concept of the internet of things, homes and
buildings may operate many devices and objects smartly, of
the most interesting application of IoT in smart homes and
buildings are smart lighting, smart environmental and
media, air control and central heating, energy management
and security.

VI. SECURITY AND PRIVACY NEEDS

The IoT becomes a key element of the future internet, the
need to provide adequate security for the loT infrastructure
is more important nowadays. One of the most difficult
issues that face most of the new technologies is the security
and privacy issues recently, therefore we have to look
towards lightweight security solution to make IoT secure
because this will put burden on device resources also, it can
be harmful to the consumer's network. Many advanced
security solution are required in several areas to make the
IoT secure from attacks, thefts and many other security
problems such as (Denial-of-Service) stack DoS/ Distributed
Denial-of-Service (DDoS) attacks, compromised nodes, and
malicious code hacking attacks, that because the IoT is
susceptible to such attacks and will require specific
techniques and mechanisms to ensure that transport, energy,
city infrastructures cannot be disabled or subverted [33]. On
the other hand, without security for IoT, any connected
object, from refrigerators to manufacturing bots, can be
hacked. Once hackers gain control, they can usurp the
object's functionality and steal the user's digital data. Data
encryption techniques is also very important in IoT
solutions from threats based systems for enable a means of
protection for data to be stored processed, without the data
content being accessible to other parties [34]. Also from a
legal point of view; including the influence of sites on the
regulation of their privacy, the issue of information
ownership in the collaborative clouds of the "things" data
network and data anonymity can provide a privacy basis to
protect.
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VII. CONCLUSION

Internet of things is a technology which provides many
applications to connect the things to things and human to
things through the internet. The emerging idea of Internet of
Things (IoT) is quickly finding its path throughout our
modern life, aiming to enhance the quality of life by
connecting various smart devices, technologies and
applications. Generally, the IoT would allow for the
automation of everything around us, exchange information
and take intelligent decisions. All networks and technologies
of communication are used in building the concept of the
internet of things such technologies are mobile computing,
RFID technology enables, wireless sensor networks,
software, and embedded systems, in addition to many
algorithms to get management processes, storing data, and
security. This paper presented an overview of the IoT
system. We have articulated research about layered
architectures. The state-of-the-art and layered architecture of
the IoT are discussed. IoT is also pitted against M2M to
illustrate the similarities and difference between the
technologies. In addition, IoT essential features and
different communication technologies are presented. In
addition to the IoT future applications directions are
discussed. Finally, a review of security, privacy and
protection of user networks.
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Abstract— This paper, presents an IT Security Office proposal
for any Libyan organization or institution that is planning for
digitizing or having partially digitized their business model. The
proposal is based on the need for any organization to secure;
according to the international IT policy and standards, (1) the
current condition of the use and the implementation of the
Information Technology (IT) in the organization, and (2) the
vision of the organization to adopt for example an electronic
administrative and financial systems. This document is organized
as following. First, the proposal introduces IT and its Security
Office function and adoption. Then, the proposal specifies the
administrative hierarchy of the office in the organization chart
and why we need it. Third, it defines the working conditions of the
office in such organizational chart. Fourth, the office duties and
responsibilities are described. Finally, the proposal gives
recommendations of how an organization could start working in
this office and the benefits of implementing such
recommendations.

Keywords—IT, Security Office, Function, Organization, IT
Operation, Standards, and Procedures.

L

Information Technology (IT) and its role have become a vital
and integral part of every organization function. The IT leads the
organizations’ businesses and strategies. For example, IT
systems are responsible for organizing the administrative and
financial processes of any organization or institution. IT systems
should be implemented in a way that meets the needs of the
organization, so that these systems contribute (and not limited)
to the following benefits:

INTRODUCTION

- Saving time and effort for both administrators and
workers in any organization.

- Improving the production process and raising the
quality.
- Getting rid of administrative and financial corruption.

- Assisting decision makers.

However, these benefits or the effectiveness use of the IT rely
on the accuracy of the managed systems and information. The
IT Security Office assures such accuracy. It provides support for
creating policies and standards of implementing and using the
Information Technology (IT), and it monitors and follows up the
implementation, operation, and use of IT systems. This is to
ensure (1) the protection and the continuity of the function of the
information systems and infrastructure according to the
international standards of information security, and (2) the
protection of the Confidentiality, Integrity, and Availability
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(CIA) of the information and the data used and stored in the IT
resources[3].

The presence of this office has become a major support for
large institutions, companies, and international organizations,
whether governmental, commercial or voluntary. There is a
noticeable adoption of this office in these bodies. In 2011, the
PricewaterhouseCoopers conducted a global study/survey to
determine that to what extent the IT Security Office was adopted
and used in these bodies. In their annual Information Security
Report of the same year, the study showed that in 2006, 43% of
about 200 of these bodies had an information security office, and
in 2008 it reached to 56%. This percentage was doubled to reach
85% in 2009. The increase in the adoption and use of such office
gives a significant sign of its importance[ 1][2].

Increasing adoption of IT Security Office

100%

2020
85% 80%
56%
0,
43% 60%

2009

2008 40%
2006
I I -
0%
I Year Organizations

Fig. 1. Increasing adoption of IT Security Office.

We note that the increase in the adoption of this office
doubled in three years between 2006 and 2009. In the time of
writing this paper, it is more than ten years! If the same study is
conducted now (i.e. 2022) the ratio could be larger and may
reach 95% or more. Libyan organizations: public and/or private,
should not be among those may fail to adopt this office or
administration. This is because of the importance of its duties.

A. Administrative Hierarchy of the IT Security Office

According to the Global State of Information Security
Survey (GSISS), companies are increasingly recognizing the
importance of having a top-level manager or executive
dedicated to security issues. Based on IDG's 2021 Security
Priorities study, among more than 600 organizations surveyed
in this study, almost two third of security managers/chiefs have
a direct connection to the top management. As shown in Figure
2,40% of them, the top security executive reporting to the CEO,
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and 27% reporting to the Board of Directors (BoD). The study
also showed the fact that more businesses are adding security

executives to their leadership teams— 67% in 2021 versus 61%
in 2020[4].

In order to ensure the performance of this office in any
organization, it should be directly associated with the top
management (e.g. Chairman of the Board of Directors) to
achieve the following: (1) coordinating efforts between all the
organization departments that use and implement the IT; (2)
directly meet the needs of this office without delay; (3)
submitting reports related to the IT security status of the
organization to both the top management (Board of Directors)
and the managers of the Information and Communication
Technology (ICT) departments to take the appropriate
action/implementation plan without any delay.
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I 0 %
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Fig. 2. IT Security Office Reporting to Top Management.

The important existence of such office with this
administrative hierarchy in the organizational chart supports the
need to (1) be more proactive in managing their information risk,
and (2) face the greatest challenges, namely, the protection of
their information systems and data. This protection has multiple
aspects, and they include all the information resources of the
organization that are distributed between different IT sectors and
other organization departments. The presence of this office with
this administrative hierarchy obligates and imposes on these
departments the implementation and application of IT security
regulations and standards that are needed for the protection of
the data and its IT resources. However, the question raises is that
what are the essential requirements or working conditions of
such office to achieve its duties successfully?

B. Working Conditions (Requirements)

Firstly; Working alongside with the ICT managers
who manage the implementation and operation of the
information and communication systems in the organization.
This is to ensure that the ICT systems are implemented
according to the ICT security policies, standards and procedures,
so that reducing the vulnerabilities and preventing an ease of
penetration of the ICT infrastructure and systems by their
implementation.

Secondly; Working alongside with other managers of
the organization, where their employees use the IT resources to
facilitate the tasks assigned to them. This is to ensure that the
use of the IT is according to an acceptable use policy (AUP),
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educating the organization employees, and reducing the
feasibility for penetrating the IT infrastructure and systems by
their use.

Thirdly; Knowing and following up of any decision or
plan related to IT and communication projects, whether small or
large projects, from IT departments or from other departments,
in order to provide support from a standpoint of the IT security
and its requirements. Here are two simple examples. First, when
an organization decides to use a new IT technology or system
which is based on the use of various web development tools
(Frontend development tool, e.g. Angularjs) and internet
browsers. These might pose security risks or threats [5]. When
the IT Security Office is aware of the software developers needs
to satisfy the business goals, the office can factor that into the
decisions regarding the security policy and technologies such as
implementing firewalls, network and database security
mechanisms, or even assessing the security of the developed
code, and enforcing other security mechanisms as needed.
Second example is that when the organization decides to make
a new data center for disaster recovery, the office can examine
the IT security requirements of such data center. This includes,
but not limited to, the IT physical security, the organization data
and IT resources availability, and access monitoring and control
standards of such data center [6].

1L

This section describes in brief the main functions of the IT
Security office which are presented in:

GENERIC IT SECURITY OFFICE DUTIES

Overseeing all the IT security policies, standards, and
procedures for the organization. This includes the IT policy and
standards for both implementing and using the IT systems and
infrastructure.

Following up the software and technical solutions that
are related to the performance and the implementation of IT
security procedures.

Following up the applications and software solutions
that are designed and developed by the IT department team of
the organization, if any, or by a third party company and
provided to organization departments to facilitate their functions
(i.e. daily tasks). This is to ensure the use of system development
standards and information security mechanisms in these
applications and software solutions, protecting their availability,
and protecting them against an easy penetration by reducing the
weak points in these software solutions. This is because weak
points allow misuse of these solutions and hackers to easily
access sensitive information and the data of the organization
[19].

Following up the latest technology trends in the IT
security, including new security software and tools as well as the
best knowledge of how the IT hackers and intruders are
behaving.

II1. DETAILED IT SECURITY OFFICE DUTIES AND
RESPONSIBILITIES

In details, the office duties can be categorized in five main
components; IT Policy and Standards, Management Support,
IT Monitoring and Testing, IT Incident and Risk Management,
IT Audit and Follow up Management [8]-[13].
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A. IT Policy and Standards

This office provides direction and practical setting for IT
Organization security policies and procedures to protect the IT
critical resources and services which includes data, information
and IT appliances. This could be achieved according to the
following:

. Creating the IT usage policy to avoid the misuse of the
IT in the organization.

. Creating the IT policy of the security standards and
procedures. This is to reduce the weaknesses and prevent the
ease of penetration of the IT infrastructure as a result of setting
and implementing the IT for the organization.

. Reviewing, from time to another, the standards and
procedures used in setting up and implementing the IT, and
developing a vision to improve these standards and procedures
when necessary as the used IT is evolved.

. Working with the organization legal affairs department
to review and document the IT policy and regulations in term of
legal aspects.

. Working with the top management, e.g. Board of
Directors, to ratify these IT policies and regulations and to
enforce their implementations.

Working with other organization departments and
managements to support the implementation of these IT policy
and regulations.

. Working with the organization legal affairs department
to study and review the General Data Protection Regulation
(GDPR). This is to include the necessary terms in the IT usage
policy and security standards regulations that protect the user
and the implementer of the IT in the organization.

. Working with the organization legal affairs department
to evaluate the existing and emerging IT-security related laws,
regulations, and policies to be complied with.

B. Management Support

This office assists the ICT managers and supervisors with
ICT security administration, implementation, and management.
This includes:

. Implementing the IT security policy, standards and
procedures.

. Ensuring the existence of the IT security tools from
appliances and software in all of the IT infrastructure and data
centers. This is to enforce the implementation of the IT policy,
standards and procedures that are ratified.

. Looking and studying the latest technology trends in
the IT security to specify what is needed to improve the safety
and security of the organization’s IT resources, information and
data.

. Testing and evaluating the chosen IT security
technologies, advising on security related technology projects,
and aiding in the management of security technology, with
special emphasis on mission critical IT resources.

. Raising the awareness and the culture of information
security for the employees of the organization.
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C. IT Monitoring and Testing

This office conducts the IT Health Check and IT security
testing and monitoring for the organization. This is to support
the implementation and the optimal operations for the IT
policies and practices and to identify any IT security threats or
risks. This includes:

. Monitoring computers and network resources for any
suspicious activity through the IT infrastructure.

. Testing/assessing information resources, internally and
externally, for any security breaches or vulnerabilities in the IT
infrastructure.

. Conducting security scanning of the computers and
servers that host and run the organization data and applications.
This is to reveal any foreign programs that cause direct or
indirect harm to the application and the data of the organization.

. Testing the IT windows and web-enabled services of
the organization to discover any weakness in the developed
applications of such services.

. Monitoring and logging events from various IT
resources used and record theses logs in Data Logs.

. Conducting IT security analysis on the Data logs which
are recorded to specify the performance of the IT resources and
to identify any IT security threats.

D. IT Incident and Risk Management

This office manages and oversees the incident response,
investigation, and reporting regarding the IT security incidence
and events. It also, maintains an information security risk
management program to evaluate threats and vulnerabilities that
have been identified via monitoring and testing functions, and it
assures creation of appropriate remediation plans. This includes
the following:

. Performing network intrusion detection and
conducting forensic and administrative investigations related to
such incidence and events.

. Receiving and processing IT security incident
complaints, and overseeing recovery, and restoration for IT
security-related events.

. Taking the permitted and required actions to protect the
IT resources of the organization in coordination with the related
departments such as ICT and service departments.

. Providing support in assessing IT security risks,
creating and monitoring IT security plans, and aiding IT disaster
recovery planning.

E. IT Audit and Follow up Management

The office audits (i.e. examines and evaluates) the IT
procedures and operations to ensure that they are complaint with
both the IT security policy and standards and the needs of the
organization. This includes the audit and the follow-up of the
following:

- Controls of the IT implementation.

- Controls of the maintenance and analysis for the entire
security audit logs.
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- Controls of the use and monitor of the administrative
privileged IT accounts.

- Controls of application software security.
- Controls of data back-up operations.
- Controls of security of wireless communication.

- Controls of limitation and monitor of ports, protocols and
services.

- Controls of continuous

remediation.

vulnerability testing and

- Controls of secure configurations of network devices such
as firewalls, routers and switches.

- Controls of IT physical security.

IT security auditing determines whether the IT security
controls mentioned above ensuring the following:

v Protecting the confidentiality, integrity and availability
(CIA) of the organization data, information, and the IT
resources; such as software applications, servers and PCs
resources.

v Aligned with the organization’s business overall goals.

IV. RECOMMENDATIONS TO START WITH

This office should be established due to both the importance
and the size of its duties. Carrying out the tasks of this office,
while the existence of ICT departments and other departments
that use (and may implement) the IT, is a complex task.
However, it is not difficult to accomplish. In order to avoid the
failure of the work of this office when it is established, and to
start its main tasks/duties smoothly and working in steady pace
and effectively, the Office should start by doing the following
preliminary tasks.

A. Preliminary Task: Documented Technical Study and
Proposals

. Conducting a comprehensive technical study to
document the existing IT standards used by the ICT departments
that implement the ICT systems in the organization. The results
of this study are to identify any problems facing these
departments in implementing their work according to the
international standards for information security.

. Throughout this study, the existing criteria (standards)
used in implementing the IT is/are defined, and evaluated from
the IT security standpoint. Based on the outcome of this
evaluation, the existing (used) standards are categorized into two
types: (i) standards that are consistent with international
standards of information security, and this type can be
maintained, and (ii) standards that are inconsistent with
international standards of information security which may lead
to (1) compromise the confidentiality and the integrity of the
organization data and its sensitive information, and (2) affect the
functionality of the organization when using the IT to run its
business; specially when there is a potential to implement
electronic administrative and financial system.

Proceedings of the ILCICT 2022

142

International Libyan Conference for Information and Communication Technology

. Providing practical and technical proposals for
implementing solutions to solve the problems facing ICT
departments in implementing and applying the IT according to
the international standards of information security.

. To typically implement these proposals, they are
formulated into two types:

- The first type of proposals deals with the
problems/issues that can be resolved directly without
pre-requirements or needs to apply the solutions of these
problems. In this type of proposals, the solutions are
written in the form of scripts and then interpreted into
executive regulations (standards) for their application.

- The second type of proposals is concerned with
problems/issues that cannot be resolved directly, but
needs to be solved using small projects supported by
regulations. This is because of the requirements that
must be provided before implementing these solutions.
In this type of proposals, the solutions are written in the
form of texts and then interpreted into executive
regulations for their application. These projects identify
the requirements, the stages of each project, the
estimated budget for each one and its completion as well
as the aspects of budget expenditure.

. Periodic reports shall be submitted to the one who is
entitled* to follow up the work of this study, i.e. the one who is
responsible to follow up the preliminary work of this office.

. Whenever the regulations that are related to the duties
of the IT Security Office are implemented, the performance of
these regulations MUST be evaluated regularly, and periodic
reports are presented.

B. The Benefits of This Study

International IT security frameworks and standards [8][19]
can be used to direct this study to ensure that the study aligns
with the information system auditing mechanisms and its
realization of the following potential and promised benefits:

Start working quickly in the duties of the office, as some of
the tasks achieved during this study are part of the office
main tasks.

Providing support to improve the performance of the IT
department. This is done via defining the current duties/roles
of IT managers, engineers, and technicians, and determining
the shortages in the IT roles that are needed according to the
IT security standards. A list of recommendations and
suggestions are advised to both the one who is entitled to
follow up the work of this office and the IT departments.
This is to establish and reassure the IT roles according to the
international standards of information security, so that the
organization can implement the IT technologies to facilitate
its function according to the international standards. This list
of recommendations and suggestions is part of IT change
management process. In other words, this study can
contribute in defining the chains of responsibility and
authority.
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Start working with the IT governance process. This is
because defining the chains of responsibility in term of IT
security is one of the main key components of IT governance
process. As described by COBIT framework and IBM IT
Governance Approach, it “is used to define the chains of
responsibility, authority, and communication to empower
people, as well as to define the measurement and control
mechanisms to enable people to carry out their roles and
responsibilities”[16]-[19].

Identifying the first component of a systematic approach
used in Information Security Management System (ISO
27001) which consists of three main components; People,
Processes, and Technology that help to protect and manage
all the organization Data and IT resources through IT
Incident and Risk Management.

By defining the current condition of the IT policy and
standards used in the implementation of the IT projects in the
organization, the study could find out the reasons and issues
that hinders the best practice of implementing and using IT
in the organization. Thus, the study could support a detailed
plan/s for the digital transformation project in term of IT
Security need based on the organization vision .

Last but not least, the study can identify the
priorities/preferences that must be achieved from the
functions of this office (in Section III (1 to 5)) and not
included in the work of this study. This relies on the needs,
the importance of the work to be done, and the budget
available to the office and the ICT departments, as well as
the top management approvals. Note that the implementation
of the duties of this office will also rely on (i) identifying the
components and the requirements of this office; and (ii)
developing plans that must be documented and reviewed
before implementing them in coordination with the related
departments.

. The Study Needs (Requirements/Working Conditions)

The consent and collaboration of the IT and ICT managers
is required to conduct this study.

The office chooses the people who are needed from the IT or
other organization departments in coordination with the
managers of these departments, to assist in accomplishing
this study.

Collaboration of IT engineers, developers and technicians
to complete this study, so that fist block or component of
the IT security office could be made, i.e. roles and
responsibilities and we start work according to the IT
standard.

Non-intervention of others in the work of this study is
essential, except when it is needed.

Transparency in the study is important, so as to be able to
maximize the performance in implementing and using the
IT at the organization.

Confidentiality of some of the outcomes of this study is
also important, the result or the outcomes that may affect
the privacy and the security of the organization data or
some of the staff of the IT or other departments in the
organization.
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Collaborate with some international organizations of IT
security and standards when needed.

D. Additional Requirements to run the Office

The following additional requirements may be needed to get use
of the outcomes of the study in achieving the office duties
successfully

* Select the consultants from the competent companies, and
sign supporting service agreements when necessary. This is to
carry out the duties of this office according with the
international IT security policy and standards.

+ The office chooses competent engineers and technicians, if
any, from the IT departments to implement and follow up the
work of this office in coordination with ICT managers, and
from outside to perform some other duties as needed and
described above.

 Assign budget to this office to perform its duties and to
attend both training courses and workshops that are related to
its duties.

* Non-intervention of others in the work of this office unless
it is requested.

* The office needs to be independently represented in the IT
security’s needs, goals and vision for the organization and not
be buried too deep into an operational capacity of the IT
security.

E. The Study Implementation Tasks and Schedule

In any organization, the scheme of the implementation tasks
includes questionnaire to be answered, observation on IT
operations and interview of the IT admins and supervisors. This
scheme should be supported by Information System Auditing
guidance and procedures. This section presents the study
implementation tasks and schedule. The study implementation
schedule presented with a part time job IT system auditor. Note
that the starting date of such study is not specified, as it is based
on the approval of this proposal in any organization. The period
assigned to this study is subjected to increase and decrease
depending on the existing working condition of the IT team of
the organization. However, during this study period, it is feasible
to start implementing some proposals that solve the existing
issues of not implementing and using the IT according to the
international standards of information security.

Table-1: Tasks Details

Tasks  Description

Preparing for the study by understanding the existing of the
Task-1 | organization ICT departments and identifying a strategy to

conduct the study.

Collecting the data and information regarding the used IT
Task-2 .

policy and standards.
Task-3 | Documenting the collected data and information.

Evaluating the collected and documented data/information
Task-4 of the used IT policy and standards based on the

international IT policy and standards for information

security.

Identifying the problems and issues that hinder the typical
Task-5 .

use of IT policy and standards.

Categorizing the existing IT policy and standards used in
Task-6

the IT department.
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Creating and classifying technical and documented
Task-7 | proposals for solutions to address the existing issues of
using IT policy and standards.
Task-8 | Reviewing the proposals to be implemented.

The Study Implementation Schedule
Task-8, 14
Task-8 ‘l
Task-7 Task-5, 28
Task-6 1 Task-7, 84
Task-5 Task2, 70| | Task3,21 ==
Task4 — Task-6, 21
Task-1, 28 —
Task3 =
e ey =
Task-1 (D
Starting month
Task-1 | Task-2 | Task-3 | Taskd | Task-5 | Task-6 | Task-7 | Tasks |
StartDate (theDayofthe | 190Of | 28"0f | 23"Of | 21%0f | 25"Of | 220f | 13"0f | 22"0f |
| monthnumbe) | M1 | M1 M-3 M4 M5 M-6 M-7 M10 |
I Total Days to Complete 28 70 21 49 28 21 84 14

Fig. 3. The study implementation schedule.

V.  DISCUSSION AND FUTURE WORK

This paper has defined the IT Security office and why it is
needed. It has also proposed a method of how any Libyan
organization could start its implementation. The IT Security
Office focuses exclusively on delivering the highest levels of IT
security and assurance which could be implemented in five
functions; IT Policy and Standards, Management Support, IT
Monitoring and Testing, IT Incident and Risk Management, IT
Audit and Follow up Management. Studying the AS-IS of the
existing IT service management can identify any problems and
gabs in the IT implementation and use. The IT standards,
policies and procedures are the measurements in such study. The
expected output of the study is to assess and measure the
performance of IT processes within the organization, and for the
best performing organization, the output of the study should
divide the management and operational responsibilities between
IT operations and the information security and assurance
functions. However, a study and/or more research is needed to
define the IT Security Office organizational chart/team and the
roles and responsibilities of the information security personnel.
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LL -4.3202 0.0000 -2.2232 0.0131 23.2317 0.0099 62.6923 0.0000
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COINTEQO1 -0.062535 0.002256 -27.71815 0.0001
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COINTEQO1 -0.086763 0.029438 -2.947345 0.0039

D(LRE) -0.078000 0.011754 -6.635882 0.0000

D(LNRE) -4.855176 4.566377 -1.063245 0.2899

D(LK) 0.019269 0.011260 1.711239 0.0898

D(LL) 0.794301 0.622857 1.275255 0.2048

(o} 1.707597 0.578700 2.950746 0.0039

Eviews 9 &la i+

el Ay ginall (5 gy Aalaall B0 a8 Y AV culall A
«Joshall Ja¥) 8 Lgiliia wa jaaill Ja¥) 8 s20aial) 3Ual) Dl
i35 ¢0.0500 saal dlle 4 gine AV ae Al 3 LEY) Ciela Cun
@Y gl o alag) IS8 i Y saaaiall A8kl @il ¢
sadll e Jshall adll 3 Tl o A ek (15 ppail) JaY) B
SVl s Al el s e 58 Ly Al Jgal salaidy)
d); (e ).\..453\ \J\ @ Ut &_I\Jamﬂ eJJsAS\ Gilaleall

.J (7) sl (3 oaly cEviews 9 Sla jia

27-30/3 /2022, Tripoli, Libya



International Libyan Conference for Information and Communication Technology

e Rommer, David (2001). Advanced 5 s e by Aall Jgo (A B2aal) Al D 5 (gabaBY)
Macroeconomics, 2nd Edition McGraw- Al lleal) 3 saoaiall A8l IBlgin) 330 ) o) Far « %10
Hill Companies, Inc. - %27 Ay (sLaBY ) gl 30L 5 ) (535 %100 Ay

e Solow, R. M. (1974). The economics of
resources or the resources of 127
economics. In Classic papers in natural ]
resource  economics (pp.  257-276). Llay) LallESCWA ¢ 1Su¥! ¢ sasidll acll Ll o
Palgrave Macmillan, London. & Slaball 5 ey il aaaiall Adlall, o &l elaiayl

. 2019 asiall aa¥l: gy, Ayl dilaiall

. 2018 ¢ Jsll il o

3aaaiall Al $giul G A Jilad, "5 g e coppieall @
DY) 23 g aladily o jal) Coyaall 8 oLy saill
oyl «ll ANARDL." hall j & 5 sall ¢ladU 51
.2021

eaaaiall L Sgiul A B A 2 cdesa i lie s o
. 2019 o) crdl Jso (A galai@) sail)

& LB gaill 8 A8 eDlgin) i cdese slun Gus e
G Aaala 5t A0S A el &gl Al peas
.2020

saaaidl il delia ¢ alde desa 5 deaa Jgl) e
Calalaa) ppalid sanaiall AUl g el i) jadl 4n 55 Lalally
el 30 g s e Al Aill Ales 5 &y ) siaY) A8l
2012. 140 «zbire srald drda

O eadl allall Jsal alaBY) saill jolas, "les, ) e
LJ\SA M\JJ 4\:\.\:\.\3\ g_uS\Sﬂ\} JJ‘}AX\ dvut:uu\ 3&&5 4:\3&1‘
AT 52 4202111990-2012." sk il sl
. 2015 ¢y

2020&@):& a8y () 8« ‘sa)sd‘ aail) Gua o

314 5 Baaaial) A8Uall Judo sasaiall LN oY) SO e
| RCREEEAs y=ll J 5 (& 4Ll

:L..u\)d -g..\:\m ALaiay) ‘f PN éMu\} GUJ\ uf\)\l.,\r- ‘J}ﬁa\.ﬁ: (]
by sia e yfiale Al ) caltisal) dpasill ) shaia (e dllas
2012 s lai daals

e Favara, Giovanni. "An Empirical
Reassessment of the Relationship
between Finance and Growth+." 2006.

e Fu, Q., Alvarez-Otero, S., Sial, M. S.,
Comite, U., Zheng, P., Samad, S., & Olah,
J. (2021). Impact of renewable energy on
economic growth and CO2 emissions—
evidence from BRICS
countries. Processes, 9(8), 1281.

e Guijarati, D. (2008). N, 2003, Basic
Econometrics, New York: MeGraw-Hill,
363-369.

e international renewable energy Agency.
"ENERGY PROFILE." 2020.

e Lin hung, Pin, (2014) Renewable Energy
Consumption and Economic Growth in
Nine OECD Countries: Bounds Test
Approach and Causality Analysis, volume
2014, Scientific World Journal.

e Pesaran, Hashem; Yongcheol Shin &
Richard J. Smith (2001). Bounds Testing
Approaches to the Analysis of Level
Relationships, Journal of Applied
Econometrics, 16 (3): 289-326.

Proceedings of the ILCICT 2022 151 27-30/ 3 /2022, Tripoli, Libya


https://www.rcreee.org/ar/project/%D8%AF%D9%84%D9%8A%D9%84-%D8%A7%D9%84%D8%B7%D8%A7%D9%82%D8%A9-%D8%A7%D9%84%D9%85%D8%AA%D8%AC%D8%AF%D8%AF%D8%A9-%D9%88%D9%83%D9%81%D8%A7%D8%A1%D8%A9-%D8%A7%D9%84%D8%B7%D8%A7%D9%82%D8%A9-%D9%81%D9%8A-%D8%A7%D9%84%D8%AF%D9%88%D9%84-%D8%A7%D9%84%D8%B9%D8%B1%D8%A8%D9%8A%D8%A9/4322
https://www.rcreee.org/ar/project/%D8%AF%D9%84%D9%8A%D9%84-%D8%A7%D9%84%D8%B7%D8%A7%D9%82%D8%A9-%D8%A7%D9%84%D9%85%D8%AA%D8%AC%D8%AF%D8%AF%D8%A9-%D9%88%D9%83%D9%81%D8%A7%D8%A1%D8%A9-%D8%A7%D9%84%D8%B7%D8%A7%D9%82%D8%A9-%D9%81%D9%8A-%D8%A7%D9%84%D8%AF%D9%88%D9%84-%D8%A7%D9%84%D8%B9%D8%B1%D8%A8%D9%8A%D8%A9/4322
https://www.rcreee.org/ar/project/%D8%AF%D9%84%D9%8A%D9%84-%D8%A7%D9%84%D8%B7%D8%A7%D9%82%D8%A9-%D8%A7%D9%84%D9%85%D8%AA%D8%AC%D8%AF%D8%AF%D8%A9-%D9%88%D9%83%D9%81%D8%A7%D8%A1%D8%A9-%D8%A7%D9%84%D8%B7%D8%A7%D9%82%D8%A9-%D9%81%D9%8A-%D8%A7%D9%84%D8%AF%D9%88%D9%84-%D8%A7%D9%84%D8%B9%D8%B1%D8%A8%D9%8A%D8%A9/4322
https://www.rcreee.org/ar/project/%D8%AF%D9%84%D9%8A%D9%84-%D8%A7%D9%84%D8%B7%D8%A7%D9%82%D8%A9-%D8%A7%D9%84%D9%85%D8%AA%D8%AC%D8%AF%D8%AF%D8%A9-%D9%88%D9%83%D9%81%D8%A7%D8%A1%D8%A9-%D8%A7%D9%84%D8%B7%D8%A7%D9%82%D8%A9-%D9%81%D9%8A-%D8%A7%D9%84%D8%AF%D9%88%D9%84-%D8%A7%D9%84%D8%B9%D8%B1%D8%A8%D9%8A%D8%A9/4322
https://www.rcreee.org/ar/project/%D8%AF%D9%84%D9%8A%D9%84-%D8%A7%D9%84%D8%B7%D8%A7%D9%82%D8%A9-%D8%A7%D9%84%D9%85%D8%AA%D8%AC%D8%AF%D8%AF%D8%A9-%D9%88%D9%83%D9%81%D8%A7%D8%A1%D8%A9-%D8%A7%D9%84%D8%B7%D8%A7%D9%82%D8%A9-%D9%81%D9%8A-%D8%A7%D9%84%D8%AF%D9%88%D9%84-%D8%A7%D9%84%D8%B9%D8%B1%D8%A8%D9%8A%D8%A9/4322

-
LCICT2022 <Nlaily cilaglrall cluiil Jgal) oull) i gal) [m%
Lad - iyl 2022 (el / 30-27 \ é'

List of Authors Ol gal) daild

Name (Organization), Paper ID

Abdulmoaz Layas (Libyan International Telecom Company (LITC), 67
Abdulmoied Omar (University of Tripoli), 44

Abubaker Salem Ahmed (Libyan Center for Eng. Research and Info. Tech.), 68
Adam Asbali (The Libyan International Telecom Co.), 67

Ahmad Sghaier Omar (DarSys Tech), 10

Ahmed Abdel Aal (University of Tripoli ), 52

Ahmed. S. Alatrash (University of Tripoli), 61

Alhadi Klaib (Elmergib University ), 9

Alharari Alharari (University of Tripoli), 44

Ali Bseibsu (ElImergib University), 55

Ali A Aburas (University of Tripoli), 65

Ali Abdrhman Ukasha (Sebha University), 36

Ali Elkamel (University of Waterloo), 55

Ali Milad (Elmergib University), 9

Amna Mohammed Elhawil (University of Tripoli), 48

Asma A Elmangoush (College of industrial Technology, Misurata), 64
Asma G Altawil (Faculty of Engineering Technology), 21

Asma Milad (EImergib University), 55

Balsam Huta (University of Tripoli ), 60

Dalia Ali Mansour (Tripoli University), 59

Faraj Ben Rajeb (Memorial University), 55

Fawzia Abujalala (Misurata Universtity), 64

Hamza Saoud (Libyan Center for Eng. Research and Info. Tech.), 68
Hanan Eliwa (Misurata University), 64

Ibrahim Lahmer (NOC), 66

Ibrahim M Saleh (University of Tripoli), 60, 61

Jamal Ehtaiba (Higher Institute of Science and Technology, Misurata), 51
khaled Elgdamsi (University of Tripoli), 52, 54

Laila Morghom (Tripoli University), 59

Mahmoud G Eljadid (Tripoli University), 14

Mahmud M Mansour (University of Tripoli), 50

Maijdi Ashibani (College of Industrial Technology), 64

Mariam Aboajela Msaad (University of Tripoli), 13

Miloud Ghuwar (University of Tripoli), 65

Mohamed Ben Zahia (University of Tripoli), 65

Mohamed A. Edali (ElImergib University), 55

152



LCICT2022 c¥lamy) s cila slaall cibufial d gall ull) e sal
Lad - il 2022 ool / 30-27

II.CICTh
2022

Mohamed Alamin Algomati (University of Tripoli), 50
Mohmed K. Al-said (University of Tripoli), 50

Mohamed M Elshrif (Qatar Computing Research Institute), 19
Mohamed Omar Banana (Sebha University),36

Mustafa Algaet (EImergib University), 9

Mustafaa Alwefati (University of Tripoli ), 54

Nabil M Drawil (University of Tripoli), 48

Nassir Abuhamoud (Sebha University), 27,36

Nigel Thomas (Newcastle University), 26

Nisren B alshagi (libyan academy), 21

Noureddin Saadawi (Softlight Technology), 19

Nuria Elhamali (Libyan Academy for Postgraduate Studies), 32
Ramadan Alfared (University of Zawia), 69

Saad Mohamed Lafi (EImergib University), 9

Saber Kh. EImabrouk (Libyan Academy for Postgraduate Studies), 32
Said Naser Said Kamil (Elmergib University), 26

Salwa abdelnabi Ali (Sebha University), 27

Sami Saddek Bizzan (University of Tripoli), 44

Santiago Figueroa-Lorenzo (University of Navarra), 19

Suher EIBasha (Tripoli University); 48

Tammam A. Benmus (University of Tripoli), 67

Wafa Elshibani (Misurata University), 64

Walid Alaswad (Elmergib University), 55

Walid Abdalla Ramdhan (College of Electrical & Electronics Tech.- Benghazi), 29
Zaed Sahem (Creativity Group for Technical Services), 55

153



	
	1-P44 Voltage Reference Circuits Comparisons in 65nm CMOS Process
	2-P51 Trapping Luminescent Nanoparticles A Source of
	Introduction
	Photon Emission and NC Trapping Experiments
	Measuring the 1550 nm Optical Emission of the NCs
	Optical Trapping of the NC

	Conclusion

	3-P52 Performance Analysis of the High-Speed WDM-FSO-MIMO System Under Different Weather Conditions
	4-P60 Measurments of Electromagentic Radiation from Mobile Base Stations Installed in public buildings at Tripoli Libya
	5-P61 Effect of dust and sand storm on 5G Comunications in Libya
	6-P67 Internet Usage Patterns and Traffic Analysis in Libya using Deep Packet Inspection Tools
	7-P14 Diagnosis and Sureillance of Covid-19 Pandemic  Based on 3D Integral Images Technique_3
	I. Introduction
	II. Advanced Integral Images Systemes
	III. Camera model implications
	Figure 4. An electronically captured unidirectional integral image (a) Full (b) Magnification [8].
	IV. Computer generation of integral imaging using ray tracing
	V. Analysis Of Covid-19 3d Integral Images Models
	VI. Phlips Dicom Viewer Software
	Figure 12 (a-l): Covid-19 3D integral image frames of lung.
	VII. 3d Slicer  DICOM Software
	Figure 17 (a-f):different sequence of Covid-19 3D integral image frames of lung.
	VIII. Experimental And Result
	IX. Conclusion
	X. References

	8-P19 A Natural Language Processing Approach for the Digitalization of Roaming Agreement
	9_p27 Study To Use Graph-database And Neo4j To
	10-P29 Diagnosing Pneumonia using Convolutional Neural Networks
	11-P32 Artificial Neural Network Model for Predicting Equivalent Circulating Density of Drilling Fluid
	12-P36 G_Compression_Watermarking _ID 36
	13-P48 Impact of Neural Machine Translation on Monolingual
	14-P54 Face Recognition Performance Analysis Study with Flipped and Symmetrical Samples
	15-P55 Virtual Reality Lab Technology as a Chemical Engineer Instructional and Mentoring Program Platform at Elmergib University A Case Study
	I. Introduction
	II. literature Review
	III. Virtual reality for chemical engineering academia
	IV. educational virtual reality implications in chemical engineering
	V. CASE STUDY: USING LABSTER VIRTUAL LABORATORIES AT ELMERGIB UNIVWERISTY' CHEMICAL ENGINEERING DESIGN COURSE
	VI. Virtual reality teaching issues associated with the chemical engineering Education system
	VII. The Prospects of Chemical engineering Curriculum And instruction: Virtual Reality
	VIII. CONCLUSION
	Acknowledgment
	References


	16-P64 Digital Transformation with Blockchain
	17-P65 Adopting_Hybrid_Requirements_Modeling_Tools_For_Web_Applications_Development (7)
	18-P69 Towards a Libyan Dialect Question Answering System
	19-P9 Efficient A-MPDU based on IEEE 802.11n WLANs
	20-P26 Performance Analysis of the TCCP Security Protocols
	Introduction
	Related Work
	Trusted Cloud Computing Platform TCCP
	Node Registration Protocol
	Virtual Machine Launch Protocol

	Node Registration PEPA Model
	Experiments and Results
	Model scalability (Large scale)
	Saturation Point Exploration


	VM Launch PEPA Model
	Experiments and Results
	Scalability by Replicating Servers (CM and TC)
	Scalability by Changing Rates

	Discussion 

	Conclusion
	References

	21-P50 Performance Evaluation of First Hop Redundancy Protocol (FHRPv6) with Routing Protocol OSPFv6
	22-P68 The Internet of Things  Communication Technologies, Architecture and
	I. Introduction
	II. Generic Architecture of Internet of Things
	A. Sensing layer
	B. Gateways  and Network layer
	C. Service Management  layer
	D. Interface  layer

	III. key Communication Technologies Involved in  IoT
	A. RFID (radio frequency identification)
	B. Cloud Computing platforms
	C. Wireless sensor networks (WSNs)
	D. 5G / 6G Wireless Communications Networks
	E. Machine-to-Machine (M2M) communication
	F. 6LoWPAN
	G. Optical Wireless  Technologies( WSNs)

	IV. Characteristics of The IoT
	V. IoT  A possible future applications
	A. Smart cities
	Figure 4. Smart Cities Aspects[7]

	B. Smart Health
	C . Smart energy and electric grid
	D. Smart homes, and Buildings


	VI. Security and  Privacy needs
	References


	23-P66 IT Security Office for Private and Public Organizations What, Why and How
	24-P59 الطاقة المتجددة والنمو الاقتصادي




